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Abst ract

Thi s docunment describes the SRv6 network progranmm ng concept and its
nost basic functions.

Requi renment s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Septenber 10, 2017
Copyright Notice

Copyright (c) 2017 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. Introduction

Thi s docunment defines the SRv6 network progranm ng concept, its nost
frequent functions and the rel ated term nol ogy.

This docunment assunmes fanmiliarity with the Segnent Routing Header
[I-D.ietf-6man-segnent-routing-header].

2. Term nol ogy

SRH i s the abbreviation for the Segnent Routing Header. W assune
that the SRH may be present multiple tines inside each packet.

NH i s the abbreviation of the | Pv6 next-header field.
NH=SRH neans that the next-header field is 43 with routing type 4.

When there are multiple SRHs, they nust foll ow each other: the next-
header field of all SRH except the |ast one must be SRH

The effective next-header (ENH) is the next-header field of the IP

header when no SRH is present, or is the next-header field of the
| ast SRH.

Fisfils, et al. Expi res Septenber 10, 2017 [ Page 4]



Internet-Draft SRv6 Networ k Progranm ng March 2017

n this version of the docunent, we assune that there is no other

extensi on header than the SRH These will be lifted in future
versions of the docunent.

SID: A Segnent Identifier which represents a specific segnent in
segrment routing domain. The SID type used in this docunent is | Pv6
address (also referenced as SRv6 Segment or SRv6 SID).

A SIDIist is represented as <S1, S2, S3> where S1 is the first SID
to visit, S2 is the second SIDto visit and S3 is the last SIDto
visit along the SR path.

(

SA DA) (S3, S2, S1; SL) represents an | Pv6 packet with:

| Pv6 header with source and destination addresses respectively SA
and DA and next-header is SRH

SRHwith SIDIist <S1, S2, S3> with SegnentslLeft = SL

Note the difference between the <> and () synbols: <S1, S2, S3>
represents a SIDIlist where S1 is the first SID and S3 is the |ast
SID. (S3, S2, S1; SL) represents the sane SID list but encoded in
the SRH fornmat where the rightnost SIDin the SRHis the first SID
and the leftnost SIDin the SRHis the last SID. Wen referring to
an SR policy in a high-level use-case, it is sinmpler to use the
<Sl1l, S2, S3> notation. Wen referring to an illustration of the
det ail ed behavior, the (S3, S2, Sl1; SL) is nore convenient.

The payl oad of the packet is omtted.

SRH[ SL] represents the SID pointed by the SL field in the first SRH

I
r

n our exanple, SRH 2] represents S1, SRH 1] represents S2 and SRH 0]
epresents S3.

FIBis the abbreviation for the forwarding table. A FIB |lookup is a

ookup in the forwarding table. Wen a packet is intercepted on a

wire, it is possible that SRHHSL] is different fromthe DA

SRv6 Segnent

An SRv6 Segnent is a 128-bit value. "SID' (abbreviation for Segnent

dentifier) is often used as a shorter reference for "SRv6 Segnment”.

An SRv6-capabl e node N rmaintains a "My Local SID Table". This table
contains all the |ocal SRv6 segments explicitly instantiated at node

N

Fi sf

N is the parent node for these SIDs.
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A local SID of N can be an | Pv6 address associated to a | oca
interface of N but it is not mandatory. Nor is the My Local SID
tabl e popul ated by default with all |1Pv6 addresses defined on node N

In nbst use-cases, a local SIDw |l NOT be an address associated to a
|ocal interface of N

A local SID of N could be routed to N but it does not have to be.
Most often, it is routed to N via a shorter-mask prefix.

Let's provide a classic illustration

Node N is configured with a | oopbackO interface address of Cl::1/40
originated inits 1G. Node Nis configured with two SIDs: Cl1::100
and C2::101.

The entry Cl::1 is not defined explicitly as an SRv6 SID and hence
does not appear in the "My Local SID Table". The entries Cl::100 and
C2::101 are defined explicitly as SRv6 Sl Ds and hence appear in the
"My Local SID Table".

The network | earns about a path to Cl::/40 via the I1GP and hence a
packet destined to Cl::100 would be routed up to N. The network does
not | earn about a path to C2::/40 via the | GP and hence a packet
destined to C2::101 would not be routed up to N

A packet could be steered to a non-routed SID C2::101 by using a SID
list <...,Cl::100,C2::101,...> where the non-routed SID is preceded
by a routed SIDto the sane node. This is sinmilar to the local vs

gl obal segments in SR MPLS

Every SRv6 local SID instantiated has a specific instruction bound to
it. This information is stored in the "My Local SID Table". The "MW
Local SID Table" has three main purposes:

- Define which local SIDs are explicitly instantiated

- Specify which instruction is bound to each of the instantiated SIDs

- Store the paraneters associated with such instruction (i.e. OF,
Next Hop, . ..)

We represent an SRv6 | ocal SID as LOC: FUNCT where LOC is the L nost

significant bits and FUNCT is the 128-L least significant bits. L is
called the locator length and is flexible. Each operator is free to
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use the locator length it chooses. Mst often the LOC part of the
SIDis routable and | eads to the node which owns that SID.

Oten, for sinplicity of illustration, we will use a |locator |ength
of 64 bits. This is just an exanple. |nplenentations nust not
assume any a priori prefix Iength.

The FUNCT part of the SIDis an opaque identification of a |ocal
function bound to the SID. Hence the name SRv6 Local SID.

A function may require additional arguments that would be placed in
the rightnost-bits of the 128-bit space. |In such case, the SRv6
Local SIDwill have the form LOC. FUNCT: ARGS.

These argunents nmay vary on a per-packet basis and may contain
information related to the flow, service, or any other information
required by the function associated to the SRv6 Local SID.

For to this reason, the "My Local SID Table" matches on a per
| ongest - prefi x-match basi s.

A node nmay receive a packet with an SRv6 SID in the DA wi thout an
SRH. I n such case the packet should still be processed by the
Segnent Routing engi ne.

4. Functions associated with a Local SID

Each entry of the "My Local SID Table" indicates the function
associated with the local SID

We define hereafter a set of well-known functions that can be
associated with a SID.
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End Endpoi nt function
The SRv6 instantiation of a prefix SID
End. X Endpoi nt function with Layer-3 cross-connect
The SRv6 instantiation of a Adj SID
End. T Endpoi nt function with specific IPv6 table | ookup
End. DX2 Endpoi nt with decapsul ati on and Layer-2 cross-connect
L2VPN use-case
End. DX6 Endpoi nt with decapsul ati on and | Pv6 cross-connect
| Pv6 L3VPN use (equival ent of a per-CE VPN | abel)
End. DX4 Endpoi nt with decapsul ati on and | Pv4 cross-connect
| Pv4 L3VPN use (equival ent of a per-CE VPN | abel)
End. DT6 Endpoi nt with decapsul ation and |1 Pv6 tabl e | ookup
| Pv6 L3VPN use (equival ent of a per-VRF VPN | abel)
End. DT4 Endpoi nt with decapsul ati on and |1 Pv4 tabl e | ookup
I Pv4 L3VPN use (equivalent of a per-VRF VPN | abel)
End. B6 Endpoi nt bound to an SRv6 policy

SRv6 instantiation of a Binding SID
End. B6. Encaps Endpoint bound to an SRv6 encapsul ation Policy
SRv6 instantiation of a Binding SID

End. BM Endpoi nt bound to an SR-MPLS Policy
SRv6/ SR- MPLS instantiation of a Binding SID
End. S Endpoint in search of a target in table T
End. AS Endpoint to SR-unaware APP via static proxy
End. AM Endpoi nt to SR-unaware APP vi a masquer adi ng
The list is not exhaustive. |In practice, any function can be

attached to a local SID: e.g. a node N can bind a SIDto a | ocal VM
or contai ner which can apply any conpl ex function on the packet.

We call N the node who has an explicitly defined local SID S and we
detail the function that N binds to S

At the end of this section we also present sone flavours of these
wel | -known functions.
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4.1. End: Endpoint

4.

Fi

NoghkwhE

ourwNE

The Endpoint function ("End" for short) is the nost basic function

When N receives a packet whose IPv6 DAis S and Sis a |ocal End SID,
N does:

IF NH=SRH and SL > 0
decrement SL
update the I Pv6 DA with SRH SL]
FI B | ookup on updated DA ;7 Refl
forward accordingly to the natched entry i, Ref2
ELSE
drop the packet ;; Ref3

Ref 1: The End function perforns the FIB | ookup in the forwarding
tabl e associated to the ingress interface

Ref2: If the FIB | ookup matches a nulticast state, then the related
RPF check nmust be consi dered successfu

Ref3: a local SID could be bound to a function which authorizes the
decapsul ati on of an outer header (e.g. [IPinlP) or the punting of the
packet to TCP, UDP or any other protocol. This however needs to be
explicitly defined in the function bound to the local SID. By
default, a local SID bound to the well-known function "End" only

all ows the punting to OAM protocols and neither allows the
decapsul ati on of an outer header nor the cleanup of an SRH. As a
consequence, an End SID cannot be the last SID of an SRH and cannot
be the DA of a packet without SRH.

This is the SRv6 instantiation of a Prefix SID
[I-D.ietf-spring-segnent-routing].

2. End. X Endpoint with Layer-3 cross-connect

The "Endpoint with cross-connect to an array of |ayer-3 adjacencies"
function (End. X for short) is a variant of the End function

When N receives a packet destined to S and Sis a local End. X SID, N
does:

IF NH=SRHand SL >0

decrenent SL

update the 1 Pv6 DA with SRH SL]

forward to | ayer-3 adjacency bound to the SID S ;7 Refl
ELSE

drop the packet i, Ref2
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4. 3.

aorwNE

Ref1: If an array of adjacencies is bound to the End. X SID, then one
entry of the array is selected based on a hash of the packet’s
header .

Ref 2: An End. X function only allows punting to OAM and does not all ow
decaps. An End. X SID cannot be the last SID of an SRH and cannot be
the DA of a packet wi thout SRH.

The End. X function is required to express any traffic-engi neering
policy.

This is the SRv6 instantiation of an Adjacency SID
[I-D.ietf-spring-segment-routing].

If a node N has 30 outgoing interfaces to 30 neighbors, usually the
operator would explicitly instantiate 30 End. X SIDs at N. one per

| ayer-3 adjacency to a neighbor. Potentially, nore End. X could be
explicitly defined (groups of |ayer-3 adjacencies to the sanme

nei ghbor or to different neighbors).

Note that with SR-MPLS, an AdjSID is typically preceded by a
PrefixSID. This is unlikely in SRv6 as nost likely an End. X SID i s
globally routed to N

Note that if N has an outgoing interface bundle | to a nei ghbor Q
made of 10 nmenber links, N may allocate up to 11 End. X | ocal SIDs for
that bundle: one for the bundle itself and then up to one for each
menber link. This is the equivalent of the L2-Link Adj SIDin SR
MPLS [I-D.ietf-isis-I2bundles].

End. T: Endpoint with specific |IPv6 table | ookup

The "Endpoint with specific |Pv6 table | ookup"” function (End. T for
short) is a variant of the End function

When N receives a packet destined to S and Sis a local End. T SID, N
does:

IF NH=SRH and SL > 0 ;; Refl
| ookup the next segnent in |Pv6 table T associated with the SID
forward via the natched table entry

ELSE
drop the packet

Ref1: The End. T SID nust not be the last SID

The End. T is used for nmulti-table operation in the core.
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4.4.

4.5.

NoohwNE

NoUohwNE

End. DX2: Endpoint w th decapsul ati on and Layer-2 cross-connect

The "Endpoint with decapsul ati on and Layer-2 cross-connect to OF"
function (End.DX2 for short) is a variant of the endpoint function

When N receives a packet destined to S and Sis a |local End.DX2 SID,
N does:

IF NH=SRH and SL > 0
drop the packet ;7 Refl
ELSE I F ENH = 59 7, Ref2
pop the (outer) |IPv6 header and its extension headers
forward the resulting frame via OF associated to the SID
ELSE
drop the packet

Ref 1: An End. DX2 SID nust always be the last SID, or it can be the
Destination Address of an | Pv6 packet with no SRH header

Ref 2: We conveniently reuse the next-header value 59 allocated to

I Pv6 No Next Header [RFC2460]. Wen the SID is of function End. DX2
and t he Next-Header=59, we know that an Ethernet frane is in the
payl oad wi t hout any further header

An End. DX2 function could be custom zed to expect a specific VLAN
format and rewite the egress VLAN header before forwarding on the
out goi ng interface.

The End. DX2 is used for L2VPN use-cases.

End. DX6: Endpoi nt with decapsul ati on and | Pv6 cross-connect

The "Endpoint with decapsul ati on and cross-connect to an array of

| Pv6 adj acenci es" function (End.DX6 for short) is a variant of the
End and End. X functi ons.

When N receives a packet destined to S and Sis a |local End.DX6 Sl D
N does:

IF NH=SRH and SL > 0O

drop the packet ;7 Refl
ELSE |F ENH = 41 i, Ref2

pop the (outer) |IPv6 header and its extension headers

forward to | ayer-3 adjacency bound to the SID S ;; Ref3
ELSE

drop the packet
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4.

Fi

NoohkwNE

Ref 1: The End.DX6 SID nust always be the last SID, or it can be the
Destination Address of an | Pv6 packet with no SRH header.

Ref2: 41 refers to I Pv6 encapsul ation as defined by | ANA all ocation
for Internet Protocol Numbers

Ref 3: Sel ected based on a hash of the packet’s header (at |east SA
DA, Fl ow Label)

The End. DX6 is used for L3VPN use-cases where a FIB |l ookup in a
specific tenant table at the egress PE is not required. This would
be equivalent to the per-CE VPN | abel in MPLS[RFC4364].

6. End.DX4: Endpoint with decapsul ati on and | Pv4 cross-connect

The "Endpoint with decapsul ation and cross-connect to an array of

| Pv4 adj acenci es" function (End.DxX4 for short) is a variant of the
End and End. X functi ons.

When N receives a packet destined to S and Sis a |local End.DX4 Sl D
N does:

IF NH=SRH and SL > 0O

drop the packet 7, Refl
ELSE IF ENH = 4 ;; Ref2

pop the (outer) |IPv6 header and its extensi on headers

forward to | ayer-3 adjacency bound to the SID S ;; Ref3
ELSE

drop the packet

Ref 1: The End.DX6 SID nust always be the last SID, or it can be the
Destinati on Address of an | Pv6 packet with no SRH header.

Ref2: 4 refers to | Pv4 encapsul ation as defined by | ANA al |l ocation
for Internet Protocol Numbers

Ref 3: Sel ected based on a hash of the packet’s header (at |east SA
DA, Fl ow Label)

The End. DX4 is used for L3VPN use-cases where a FIB |l ookup in a

specific tenant table at the egress PE is not required. This would
be equivalent to the per-CE VPN | abel in MPLS[RRFC4364].
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4.

4.

Fi

ONogrWNE

7. End.DT6: Endpoint with decapsul ati on and specific | Pv6 table
| ookup

The "Endpoint with decapsul ation and specific |IPv6 table | ookup”
function (End. DT6 for short) is a variant of the End function

When N receives a packet destined to S and Sis a |local End.DT6 SID,
N does:

IF NH=SRH and SL > 0
drop the packet ;7 Refl
ELSE |F ENH = 41 i Ref2

pop the (outer) |IPv6 header and its extension headers
| ookup the exposed inner IPv6 DA in IPv6 table T
forward via the matched table entry

ELSE
drop the packet

Ref 1: the End.DT6 SID nust always be the last SID, or it can be the
Destinati on Address of an | Pv6 packet with no SRH header.

Ref2: 41 refers to I Pv6 encapsul ation as defined by | ANA all ocation
for Internet Protocol Numbers

The End. DT6 is used for L3VPN use-cases where a FIB lookup in a
specific tenant table at the egress PE is required. This would be
equi valent to the per-VRF VPN | abel in MPLS[ RFC4364].

Note that an End.DT6 nay be defined for the main I Pv6 table in which
case and End. DT6 supports the equival ent of an | Pv6inl Pv6 decaps
(wi thout VPN tenant inplication).

8. End.DT4: Endpoint with decapsul ation and specific I Pv4 table
| ookup

The "Endpoi nt with decapsul ati on and specific | Pv4 table | ookup"”
function (End. DT4 for short) is a variant of the End function

When N receives a packet destined to S and Sis a |local End.DT4 SID
N does:
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4.

Fi

NoOrLWNE

NoUohwNE

IF NH=SRH and SL > O
drop the packet ;; Refl
ELSE |F ENH = 4 ;; Ref2

pop the (outer) |IPv6 header and its extension headers
| ookup the exposed inner IPv4 DAin IPv4 table T
forward via the natched table entry

ELSE
drop the packet

Ref 1: the End.DT4 SID nust always be the last SID, or it can be the
Destination Address of an | Pv6 packet with no SRH header

Ref2: 4 refers to | Pv4 encapsul ati on as defined by I ANA allocation
for Internet Protocol Nunbers

The End. DT4 is used for L3VPN use-cases where a FIB |l ookup in a
specific tenant table at the egress PE is required. This would be
equi valent to the per-VRF VPN | abel in MPLS[RRFC4364].

9. End.B6: Endpoint bound to an SRv6 policy

The "Endpoint bound to an SRv6 Policy" is a variant of the End
functi on.

When N receives a packet destined to S and Sis a local End.B6 SID, N
does:

IF NH=SRH and SL > 0 i, Refl
do not decrenent SL nor update the I Pv6 DA with SRH SL]
insert a new SRH i Ref2

set the IPv6 DA to the first segnent of the SRv6 Policy

forward according to the first segnent of the SRv6 Policy
ELSE

drop the packet

Ref1: An End.B6 SID, by definition, is never the last SID

Ref2: In case that an SRH already exists, the new SRHis inserted in
bet ween the I Pv6 header and the received SRH

Note: Instead of the term"insert", "push" nmay al so be used.
The End.B6 function is required to express scalable traffic-

engi neering policies across multiple domains. This is the SRv6
instantiation of a Binding SID [I-D.ietf-spring-segnment-routing].
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4.
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10. End. B6. Encaps: Endpoint bound to an SRv6 encapsul ation policy

This is a variation of the End. B6 behavi or where the SRv6 Policy al so
includes an | Pv6 Source Address A

When N receives a packet destined to S and Sis a |local End.B6. Encaps
SI D, N does:

IF NH=SRH and SL > 0

decrenent SL and update the 1 Pv6 DA with SRH SL]

push an outer |Pv6 header with its own SRH

set the outer IPv6 SAto A

set the outer IPv6 DA to the first segnent of the SRv6 Policy

forward according to the first segnent of the SRv6 Policy
ELSE

drop the packet

ONog,rLNE

Instead of sinply inserting an SRHwith the policy (End.B6), this
behavi or al so adds an outer |Pv6 header. The source address defined
for the outer header does not have to be a |ocal SID of the node.

11. End.BM Endpoint bound to an SR-MPLS policy

The "Endpoint bound to an SR-MPLS Policy" is a variant of the End. B6
function.

When N receives a packet destined to S and Sis a local End.BM SID, N
does:

IF NH=SRH and SL > 0 7, Refl
decrement SL and update the | Pv6 DA with SRH[ SL]
push an MPLS | abel stack <L1, L2, L3> on the received packet
forward according to L1

ELSE
drop the packet

Ref1: an End.BM SID, by definition, is never the last SID

The End.BM function is required to express scalable traffic-
engi neering policies across nultiple donmai ns where sone domai ns
support the MPLS instantiation of Segment Routing.

This is an SRv6/ SR-MPLS instantiation of a Binding SID
[I-D.ietf-spring-segnent-routing].
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12. End.S: Endpoint in search of a target in table T

The "Endpoint in search of a target in Table T" function (End.S for
short) is a variant of the End function

When N receives a packet destined to S and Sis a local End.S SID, N
does:

IF NH=SRH and SL = 0 7, Refl
drop the packet

ELSE | F match(last SID) in specified table T
forward accordingly

ELSE
apply the End behavi or

Ref 1: By definition, an End.S SID cannot be the last SID, as the |ast
SIDis the targeted object.

The End. S function is required in information-centric networking
(ICN) use-cases where the last SIDin the SRv6 SID list represents a
targeted object. |If the identification of the object would require
nore than 128 bits, then obvi ous custonization of the End. S function
may either use nultiple SIDs or a TLV of the SR header to encode the
searched object |D.

13. End. AS: Endpoint to SR-unaware APP via static proxy

The "Endpoint to SR-unaware App via Static PROXY" (End.AS for short)
is a variant of the End function

When N receives a packet destined to S and Sis a |local End. AS SID,
it does:

| F ENH=4 or ENH=41 7, Refl
renove the (outer) |Pv6 header and its extension headers
forward via the interface associated with the Local SID ;; Ref2
ELSE

drop the packet

Ref1: 4 and 41 refer to I Pv4 encapsul ation and | Pv6 encapsul ati on
respectively as defined by | ANA all ocation for Internet Protoco
Nunmber s

Ref 2: An SR-unaware app resides in a VM container or appliance
behind this interface. W always assune that the packet that needs
to be processed by the app is encapsulated in an outer |Pv6 header
with its SRH
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The End. AS supports service chaining through SR unaware application

When an End. AS SIDis locally instantiated at N, it is assumed that
the End. AS SID is associated with two interfaces, referred to as
target and source interfaces, and an egress SRH  The target
interface is the one described above. The source interface is used
to recogni ze the packets coning back fromthe VM container or
appl i ance and is associated with an egress SRH. N encapsul ates these
packets in an outer |Pv6 header with the configured egress SRH.

In this scenario, there are no restrictions on the operations that
can be perfornmed by the SR-unaware app on the stream of packets. The
app can operate at all protocol layers (e.g. it can also terninate
transport |ayer connections); the app can al so generate new packets
and initiate transport |ayer connections.

Note that is possible that the target and source interfaces coincide,
(i.e. a single interface can be used to send and receive packets to/
fromthe VM container or appliance). |In this case, the VM
cont ai ner or appliance can be inserted only in one "unidirectional"”
chai n.

14. End. AM Endpoint to SR-unaware APP vi a masquer adi ng

The "Endpoint to SR-unaware App via Masqueradi ng" (End. AM for short)
is a variant of the End function

When N receives a packet destined to S and Sis a |local End. AM SI D,
it does:

IF NR=SRH & SL > 0 i Refl
decrenent SL
wite the last SIDin the |Pv6 DA
forward via the interface associated with the Local SID ;; Ref2

ELSE
drop the packet

Ref 1: An End. AM nust not be the last SID.

Ref2: An SR-unaware VNF resides behind this interface

The End. AM supports service chaining through SR unaware application
We "masquer ade" the packet for two reasons:

1. - We want the app to receive a packet with the source and

destination addresses respectively set as the true source and
the final destination
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2. - We do not want the app to support/read the SRH. W | everage
[ RFC2460] which specifies that a transit node does not need to
process an | Pv6 routing extension header

When an EnNd. AM SID is locally instantiated at N, it is assunmed that
two interfaces are associated with the SID, referred to as target and
source. The target interface is the one described above. The source
interface identifies the packets com ng back fromthe app. N is set
to always inspect the SRH of the packets comng fromthe source
interface and set their DA = SRH SL] (to "de-nmasquerade" the SRH
header).

In this scenario, we assune that the app residing in the VM
contai ner or appliance can only inspect the packets, drop the
packets, performlimted changes to the packet (in particular, the
app nust not change the |IP Destination Address of the packet). The
app cannot termnate a transport connection nor generate arbitrary
packets. For exanple Firewalls, Intrusion Detection Systens, Deep
Packet | nspectors are anong the app classes that can be supported in
this scenario.

4.15. SR-aware application

General ly, any SR-aware application can be bound to an SRv6 Sl D.
This application could represent anything froma small piece of code
focused on topol ogical/tenant function to a rmuch | arger process
focusi ng on higher-level applications (e.g. video conpression
transcoding etc.).

The ways in which an SR-aware application can binds itself on a | oca
SI D depends on the operating system Let us consider an SR-aware
application running on a Linux operating system A possible approach
is to associate an SRv6 SIDto a target (virtual) interface, so that
packets with I P DA corresponding to the SIDw |l be sent to the
target interface. In this approach, the SR-aware application can
simply listen to all packets received on the interface.

A different approach for the SR-aware app is to listen to packets
received with a specific SRv6 SID as | Pv6 DA on a given transport
port (i.e. corresponding to a TCP or UDP socket). In this case, the
app can read the SRH information with a getsockopt Linux system cal
and can set the SRH informati on to be added to the outgoing packets
with a setsocksopt systemcall.
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4. 16. Fl avour s

We present the PSP and USP variants of the functions End, End. X and
End. T. For each of these functions these variants can be enabl ed or
di sabl ed either individually or together

4.16.1. PSP: penultinmate segnent POP of the SRH

After the instruction 'update the IPv6 DA with SRH SL]’ is executed,
the follow ng instructions nust be added:

1. | F updated SL = 0 & PSP is TRUE
2. pop the top SRH 7, Refl

Ref 1: The received SRH had SL=1. When the last SIDis witten in the
DA, the End, End. X and End. T functions with the PSP flavour pop the
first (top-nbst) SRH  Subsequent stacked SRH s nay be present but
are not processed as part of the function.

4.16.2. USP: Utimte Segnent Pop of the SRH

We insert at the beginning of the pseudo-code the foll ow ng
i nstructions:

1. IF SL = 0 & NH=SRH & USP=TRUE 7, Refl
2. pop the top SRH
3. restart the function processing on the nodified packet ;; Ref2

Ref 1: The next header is an SRH header
Ref2: Typically SL of the exposed SRH is > 0 and hence the restarting
of the conplete function would | ead to decrement SL, update the |Pv6

DA with SRH SL], FIB | ookup on updated DA and forward accordingly to
the mat ched entry.

5. Transit behaviors

We define hereafter the set of basic transit behavi ors.

T Transit behavi or
T. I nsert Transit behavior with insertion of an SRv6 Policy
T. Encaps Transit behavior with encapsulation in an SRv6 policy

T. Encaps. L2 T.Encaps behavior of the received L2 frane

This list can be expanded in case any new functionality requires it.
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5.1. T: Transit behavior
As per [RFC2460], if a node N receives a packet (A S2)(S3, S2, Si;
SL=2) and S2 is neither a local address nor a local SID of Nthen N
forwards the packet w thout inspecting the SRH

This means that N treats the followi ng two packets with the sane
per f or mance:

- (A S2)

- (A S2)(S3, S2, sS1; SL=2)

A transit node does not need to count by default the anount of
transit traffic with an SRH extension header. This accounting m ght
be enabl ed as an optional behavior |everagi ng SEC4 behavi or descri bed
later in this docunment. Section 7.4

A transit node MJUST include the outer flow label in its ECWP
hash[ RFC6437] .

5.2. T.lnsert: Transit with insertion of an SRv6 Policy

Node N receives two packets P1=(A, B2) and P2=(A B2) (B3, B2, BI1;
SL=1). B2 is neither a |local address nor SID of N

N steers the transit packets P1 and P2 into an SRv6 Policy with one
SIDlist <S1, S2, S3>.

The "T.lnsert" transit insertion behavior is defined as follows:
1. insert the SRH (B2, S3, S2, Sl1; SL=3) ;; Refl, Reflbis
2. set the IPv6 DA = S1
3. forward al ong the shortest path to S1

Ref 1: The received IPv6 DA is placed as last SID of the inserted SRH

Ref 1bi s: The SRH is inserted before any other |Pv6 Routing Extension
Header .

After the T.lnsert behavior, Pl and P2 respectively |ook |ike:
- (A Sl) (B2, S3, S2, S1; SL=3)

- (A S1) (B2, S3, S2, S1; SL=3) (B3, B2, B1l; SL=1)
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T. Encaps: Transit with encapsulation in an SRv6 Policy

Node N receives two packets P1=(A, B2) and P2=(A B2) (B3, B2, BI,
SL=1). B2 is neither a |local address nor SID of N

N steers the transit packets P1 and P2 into an SR Encapsul ati on
Policy with a Source Address A and a Segnent |ist <S1, S2, S3>.

The T.Encaps transit encapsul ation behavior is defined as foll ows:

push an I Pv6 header with its own SRH (S3, S2, Sl1; SL=2)
set outer IPv6 SA = N and outer |IPv6 DA = S1

set outer payload length, traffic class and flow | abel ;; Ref 1
updat e t he next _header val ue ;; Ref 1
decrenment inner Hop Limt or TTL 7, Ref 1

forward al ong the shortest path to S1
After the T.Encaps behavior, Pl and P2 respectively |ook |ike:
- (T, S1) (S3, S2, Sl; SL=2) (A, B2)
- (T, S1) (S3, S2, S1; SL=2) (A, B2) (B3, B2, Bl; SL=1)

The T. Encaps behavior is valid for any kind of Layer-3 traffic. This
behavior is commonly used for L3VPN with | Pv4 and | Pv6 depl oyenents.

The SRH MAY be omitted when the SRv6 Policy only contains one segnent
and there is no need to use any flag, tag or TLV.

Ref 1. As described in [RFC2473] (Generic Packet Tunneling in |Pv6
Speci fi cation)

T. Encaps. L2: Transit with encapsul ation of L2 franes

Whi |l e T. Encaps encapsul ates the received | P packet, T.Encaps.L2
encapsul ates the received L2 frame (i.e. the received ethernet header
and its optional VLAN header is in the payload of the outer packet).

If the outer header is pushed without SRH then the DA nust be a SID
of type End.DX2 and the next-header nust be 59 (I Pv6 NoNext Header).
The received Ethernet franme follows the I Pv6 header and its extension
headers.

Else, if the outer header is pushed with an SRH, then the last SID of
the SRH nust be of type End.DX2 and the next-header of the SRH nust
be 59 (I Pv6 NoNext Header). The received Ethernet franme follows the

| Pv6 header and its extension headers.
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6. Operation
6.1. Counters

Any SRv6 capabl e node MJST i npl enent the follow ng set of conbi ned
counters (packets and bytes):

- Per entry of the "My Local SID Table":

- Traffic that matched that SID and was processed correctly

- Traffic that matched that SID and was NOT processed correctly
- Per SRv6 Policy:

- Traffic steered into it and processed correctly

- Traffic steered into it and NOT processed correctly
Furt hernmore, an SRv6 capabl e node nmai ntai ns an aggregate counter
tracking the IPv6 traffic that was received with a destination
address matching a local interface address that is not a local SID
and the next-header is SRHA W remind that this traffic is dropped
as an interface address is not a local SID by default. A SID nust be
explicitly instantiated.

6.2. Flow based hash conputation
When a fl ow based selection within a set needs to be perforned, the
source address, the destination address and the flow | abel MJST be
included in the fl ow based hash
This occurs when the destination address is updated and a FI B | ookup
is performed and nultiple ECVMP paths exist to the updated destination
addr ess.
This occurs when End. X is bound to an array of adjacencies.
This occurs when the packet is steered in an SR policy whose sel ected
path has multiple SID lists
[I-D.filsfils-spring-segnent-routing-policy].
7. Basic security for intra-domain depl oynment

We use the follow ng term nol ogy:

An internal node is a node part of the domain of trust.
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7

7

1.

2

A border router is an internal node at the edge of the domain of
trust.

An external interface is an interface of a border router towards
anot her donmai n.

An internal interface is an interface entirely within the domain
of trust.

The internal address space is the | P address bl ock dedicated to
internal interfaces.

An internal SIDis a SID instantiated on an i nternal node.

The internal SID space is the I P address bl ock dedicated to
i nternal Sl Ds.

External traffic is traffic received froman external interface to
the domain of trust.

Internal traffic is traffic the originates and ends within the
domai n of trust.

The purpose of this section is to docunment how a domain of trust can
operate SRv6-based services for internal traffic while preventing any
external traffic fromaccessing the internal SRv6-based services.

It is expected that future docunents will detail enhanced security
mechani sns for SRv6 (e.g. howto allow external traffic to | everage
i nternal SRv6 services).

SEC 1

An SRv6 router MJST support an ACL on the external interface that
drops any traffic with SAor DAin the internal SID space.

A provider would generally do this for its internal address space to
prevent access to internal addresses and in order to prevent
spoofing. The technique is extended to the |ocal SID space.

The typical counters of an ACL are expected.

SEC 2

An SRv6 router MJST support an ACL with the foll ow ng behavi or

1. IF (DA == Local SID) & (SA != internal address or SID space)
2. drop
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This prevents access to local SIDs from outside the operator’s
infrastructure. Note that this ACL may not be enabled in all cases.
For exanple, specific SIDs can be used to provide resources to
devices that are outside of the operator’s infrastructure.

When an SIDis in the formof LOC FUNCT: ARGS the DA match shoul d be
i mpl emented as a prefix match covering the argunent space of the
specific SIDi.s.o. a host route.

The typical counters of an ACL are expected.
7.3. SEC 3

As per the End definition, an SRv6 router MJST only inplenment the End
behavior on a local IPv6 address if that address has been explicitly
enabl ed as a segnent.

This address may or nmay not be associated with an interface. This
address may or may not be routed. The only thing that matters is
that the local SID nust be explicitly instantiated and explicitly
bound to a function (the default function is the End function).

7.4. SEC 4

An SRv6 router should support Unicast-RPF on source address on
external interface.

This is a generic provider technique applied to the internal address
space. It is extended to the internal SID space

The typical counters to validate such filtering are expected.
8. Control Plane

In an SDN environnent, one expects the controller to explicitly
provision the SIDs and/or discover themas part of a service

di scovery function. Applications residing on top of the controller
could then discover the required SIDs and combine themto forma

di stributed network program

The concept of "SRv6 network progranmi ng" refers to the capability
for an application to encode any conpl ex programas a set of

i ndi vidual functions distributed through the network. Sone functions
relate to underlay SLA others to overlay/tenant, others to conplex
applications residing in VM and containers

The specification of the SRv6 control-plane is outside the scope of
this docunent.
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We |limt ourselves to a few inportant observations.
8.1. IGP

The End and End. X SI Ds express topol ogi cal functions and hence are
expected to be signaled in the I GP together with the flavours PSP and
USP.

The presence of SIDs in the 1GP do not inply any routing semantics to
the addresses represented by these SIDs. The routing reachability to
an | Pv6 address is solely governed by the classic, non-SIDrelated,
IGP information. Routing is not governed neither influenced in any
way by a SID advertisement in the |IGP

These two SIDs provide inportant topological functions for the IGP to
build FRR/ Tl -LFA solution and for TE processes relying on | GP LSDB to
build SR policies.

8.2. BGP-LS
BGP-LS is expected to be the key service discovery protocol. Every
node is expected to advertise via BGP-LS its SRv6 capabilities (e.g.
how many SIDs in can insert as part of an T.lnsert behavior) and any
locally instantiated SID[I-D.ietf-idr-bgp-Ils-segment-routing-ext][I-D
.ietf-idr-te-Isp-distribution].

8.3. BGP I P/ VPN

The End. DX46, End. DT46 and End. DX2 Sl Ds are expected to be signal ed
in BGP.

8.4. Sunmmary

The followi ng tabl e sunmari zes which SID woul d be signaled in which
si gnal i ng protocol
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XX X X X

End. B6. Encaps
End. B6. BM
End. S

End. AS

I
I
I
I
I
I
I
I
I
I
I
I
I
End. AM |

Table 1: SRv6 Local SI D signaling

The follow ng tabl e summari zes which transit capability would be
signal ed in which signaling protocol

oo oo oo oo +
| | 1GP | BGP-LS | BGP I P/VPN |
TSRS H-- - - - Fom e e e - - Fom e e o +
| T I | X I I
| T.lInsert | | X | |
| T.Encaps | | X I I
| T.Encaps.L2 | [ X [ [
o m e e oo o - +----- Fomm e - - s +

Table 2: SRv6 transit behaviors signaling

The previous table describes generic capabilities. It does not
describe specific instantiated SID

For exanple, a BGP-LS advertisenent of the T capability of node N
woul d indicate that node N supports the basic transit behavior. The
T.lInsert behavior woul d describe the capability of node N to
instantiation a T.lnsert behavior, specifically it would describe how
many SIDs could be inserted by N w thout significant perfornmance
degradation. Sanme for T.Encaps (the number potentially |lower as the
overhead of the additional outer |IP header is accounted).
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The reader should also remenber that any specific instantiated SR
policy (via T.Insert or T.Encaps) is always assigned a Binding SID
He shoul d renmenber that BSIDs are advertised in BGP-LS as shown in
Table 1. Hence, it is normal that Table 2 only focuses on the
generic capabilities related to T.Insert and T.Encaps as Table 1
advertises the specific instantiated BSID properties.

9. Illustration

We introduce a sinplified SID allocation technique to ease the
reading of the text. W docunment the reference diagram W then
illustrate the network programm ng concept through different use-
cases. These use-cases have been thought to allow strai ghtforward
combi nati on between each ot her.
9.1. Sinplified SID allocation

To sinplify the illustration, we assune:

A::/4 is dedicated to the internal SRv6 SID space

B::/4 is dedicated to the internal address space

We assune a |l ocation expressed in 48 bits and a function expressed
in 80 bits

Node k has a classic | Pv6 | oopback address Bk::/128 which is
advertised in the IGP

Node k has Ak::/48 for its local SID space. Its SIDs will be
explicitly allocated fromthat block

Node k advertises Ak::/48 in its |IGP

Function 0:0:0:0:0 (function 0, for short) represents the End
function

Function 0:0:0:0: C2 (function C2, for short) represents the End. X
function towards nei ghbor 2

Function 0:0:0:0: EL00 (function E100, for short) represents the
End. T function in tenant table 100

Each node K has:

An explicit SID instantiation Ak::0/128 bound to an End function
with additional support for PSP and USP
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An explicit SIDinstantiation Ak::( /128 bound to an End. X
function to neighbor J with additional support for PSP and USP

9.2. Reference diagram

Let us assume the follow ng topol ogy where all the links have | GP
metric 10 except the link 23 which is 100.

Nodes A, 1 to 8 and B are considered within the network domain while
nodes CE-A and CE-B are outside the domin.

boo oo 5---9
I \ /
3 | 6
\ | /
A--1--- 2------ 7---8--B
/ \
CE-A CE-B
Tenant 100 Tenant 100 with
| Pv4 20/ 8

Figure 1: Reference topol ogy

9.3. Basic security

Any edge node such as 1 would be configured with an ACL on any of its
external interface (e.g. from CE-A) which drops any traffic with SA
or DAin A :/4. See SEC 1 (Section 7.1).

Any core node such as 6 could be configured with an ACL with the SEC2
(Section 7.2) behavior "IF (DA == Local SID) & (SAis not in Ai:/4 or
B::/4) THEN drop".
SEC 3 (Section 7.3) protection is a default property of SRv6. A SID
must be explicitly instantiated. |In our illustration, the only
available SIDs are those explicitly instantiated.
Any edge node such as 1 would be configured with Unicast-RPF on
source address on external interface (e.g. fromCE-A). See SEC 4
(Section 7.4).

9.4. SR IPVPN
Let us illustrate the SR-1PVPN use-case applied to | Pv4.

Nodes 1 and 8 are configured with a tenant 100, each respectively
connected to CE-A and CE-B.
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Node 8 is configured with a local SID A8::E100 of function
End. DT4(100) bound to tenant |Pv4 table 100.

Via BGP signaling or an SDN-based controller, Node 1's tenant-100
I Pv4 table is programed with an | Pv4 SR-VPN route 20/8 via SRv6
policy <A8::E100>.

When 1 receives a packet P from CE-A destined to 20.20.20.20, P |ooks
up its tenant-100 I Pv4 table and finds an SR-VPN entry 20/8 via SRv6
policy <A8::E100>. As a consequence, 1 pushes an outer |Pv6 header
with SA=Al::0, DA=A8::E100 and NH=4. 1 then forwards the resulting
packet on the shortest path to A8::/40.

When 8 receives the packet, 8 matches the DA in its My Local SID
table, finds the bound function End. DT4(100) and confirns NH=4. As a
result, 8 decaps the outer header, |ooks up the inner IPv4 DA in
tenant-100 | Pv4 table, and forward the (inner) |Pv4 packet towards
CE- B.

The reader can easily infer all the other SR-1PVPN I P instantiations:

o m e e e e e e e e e e e e mo— oo o mm e e e e e e e e e e e e oo oo +
| Route at ingress PE(1) | SR-VPN Egress SID of egress PE(8)]|
o m e e e e e e e e eeee o oo oo e e e e e e e e e ee e +
| IPv4d tenant route with egress | End.DT4 function bound to [
| tenant table | ookup | I'Pv4-tenant-100 table |
o e e e e e e e e e e e e e e e e aa o - o e e e e e e e e e e e e e ee o +
| 1Pv4 tenant route wi thout egress| End.DX4 function bound to [
| tenant table | ookup | CE-B (IPv4) |
o m e e e e e e e e eeee o oo oo e e e e e e e e e ee e +
| I'Pv6 tenant route with egress | End.DT6 function bound to |
| tenant table | ookup | I'Pv6e-tenant-100 table |
o e e e e e e e e e e e e e e e e aa o - o e e e e e e e e e e e e e ee o +
| 1Pv6 tenant route wi thout egress| End.DX6 function bound to [
| tenant table | ookup | CE-B (1Pv6) |
o m e e e e e e e e eeee o oo oo e e e e e e e e e ee e +

9.5. SR-Et hernet - VPWS
Let us illustrate the SR-Ethernet-VPW5 use-case.
Node 1 is configured with an ethernet VPW5 service:
- Local attachnent circuit: Ethernet interface fromCE-A
- Local End.DX2 bound to the |ocal attachment circuit: Al::C2A

- Renpte End. DX2 SID: A8::C2B
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Node 8 is configured with an ethernet VPWS service

- Local attachnent circuit: Ethernet interface fromCE B

- Local End.DX2 bound to the local attachment circuit: A8::C2B
- Renote End.DX2 SID: Al::C2A

These configurations can either be programmed by an SDN controller or
partially derived froma BGP-based signaling and di scovery service

When 1 receives a packet P from CE-A, 1 pushes an outer |Pv6 header
with SA=Al::0, DA=A8::C2B and NH=59. Note that no additional header
is pushed. 1 then forwards the resulting packet on the shortest path
to A8::/40.

When 8 receives the packet, 8 matches the DAin its My Local SID table
and finds the bound function End. DX2. After confirnming that the

next - header =59, 8 decaps the outer |Pv6 header and forwards the inner
Et hernet frame towards CE-B

The reader can easily infer the Ethernet nultipoint use-case:

o e e e e e oo - oo e e e e e e e e ee e +
| Route at ingress PE(1) | SR-VPN Egress SID of egress PE(8) |
B o +
| Ethernet VPW5 | End.DX2 function bound to |
[ | CE-B (Ethernet) [
o e e e e e e e e oo oo o e e e e e e e e e e eee oo +

9.6. SR TE for Underlay SLA
9.6.1. SR policy fromthe Ingress PE

Let’s assunme that node 1's tenant-100 | Pv4 route "20/8 via A8::E100"
is programmed with a color/comunity that requires | owl atency
underlay optimzation [I-D.filsfils-spring-segnment-routing-policy].

In such case, node 1 either conputes the lowlatency path to the
egress node itself or delegates the conputation to a PCE

In either case, the location of the egress PE can easily be found by
| ooki ng for who originates the SID bl ock conprising the SID A8:: E100.
This can be found in the 1G s LSDB for a single domain case, and in
the BGP-LS LSDB for a nulti-domain case
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Let us assunme that the TE netric encodes the per-link propagation
| atency. Let us assume that all the links have a TE metric of 10,
except link 27 which has TE netric 100.

The lowl atency path from1l to 8 is thus 1245678.

This path is encoded in a SIDIist as: first a hop through A4::C5 and
then a hop to 8.

As a consequence the SR-VPN entry 20/8 installed in the Nodel's
Tenant-100 | Pv4 table is: T.Encaps with SRv6 Policy <A4::C5,
A8: : E100>.

When 1 receives a packet P from CE-A destined to 20.20.20.20, P |ooks
up its tenant-100 I Pv4 table and finds an SR-VPN entry 20/8. As a
consequence, 1 pushes an outer header with SA=A1l::0, A4::C5, NH=SRH
foll owed by SRH (A8:: EL100, A4::C5; SL=1; NH=4) . 1 then forwards the
resul ting packet on the interface to 2

2 forwards to 4 along the path to A4::/40.

When 4 receives the packet, 4 matches the DAin its My Local SID table
and finds the bound function End. X to nei ghbor 5. 4 notes the PSP
capability of the SID A4::C5. 4 sets the DA to the next SID A8::E100.
As 4 is the penultinmate segnent hop, it perfornms PSP and pops the
SRH. 4 forwards the resulting packet to 5.

5, 6 and 7 forwards along the path to A8::/40.

Wien 8 receives the packet, 8 matches the DAin its My Local SID

Tabl e and finds the bound function End. DT(100). As a result, 8

decaps the outer header, |ooks up the inner 1Pv4 DA in tenant-100

| Pv4 table, and forward the (inner) |Pv4 packet towards CE-B.
9.6.2. SR policy at a m dpoint

Let us analyze a policy applied at a midpoint on a packet w thout
SRH.

Packet Pl is (Al::, A8::E100).

Let us consider P1 when it is received by node 2 and |l et us assune
that that node 2 is configured to steer A8::/40 in a transit behavior
T.Insert associated with SR policy <A4::C5>.

In such a case, node 2 would send the follow ng nodified packet Pl on
the link to 4:
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(ALl::, A4::C5)(A8::EL100, A4::C5; SL=1).

The rest of the processing is simlar to the previous section

Let us analyze a policy applied at a mdpoint on a packet with an
SRH.

Packet P2 is (Al::, A7::)(A8::E100, A7::; SL=1).

Let us consider P2 when it is received by node 2 and |l et us assune
that node 2 is configured to steer A7::/40 in a transit behavior

T.Insert associated with SR policy <A4::C5, A9::>.

In such a case, node 2 would send the follow ng nodified packet P2 on
the link to 4:

(AL::, A4::C5)(A7::, A9::, A4::C5; SL=2)(A8::EL100, A7::; SL=1)

Node 4 woul d send the follow ng packet to 5: (Al::, A9::)(A7::, A9::
A4::C5; SL=1)(A8::E100, A7::; SL=1)

Node 5 would send the follow ng packet to 9: (ALl::, A9::)(A7:.:, A9::
A4::C5; SL=1)(A8::E100, A7::.; SL=1)

Node 9 would send the follow ng packet to 6: (Al::, A7::)(A8::EL00,
A7::; SL=1)

Node 6 woul d send the follow ng packet to 7: (ALl::, A7::)(A8::EL00,
A7::; SL=1)

Node 7 would send the follow ng packet to 8: (Al::, A8::E100)
9.7. End-to-End policy with internediate BSID

Let us now describe a case where the ingress VPN edge node steers the
packet destined to 20.20.20.20 towards the egress edge node connected
to the tenant100 site with 20/8, but via an internmedi ate SR Policy
represented by a single routable Binding SID. Let us illustrate this
case with an internedi ate policy which both encodes underl ay
optimzation for lowlatency and the service chaining via two SR
awar e cont ai ner-based apps.

Let us assunme that the End.B6 SID A2::Bl1 is configured at node 2 and
is associated with mdpoint T.Insert policy <A4::C5, A9::Al, A6::A2>
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A4::C5 realizes the lowlatency path fromthe ingress PE to the
egress PE. This is the underlay optimzation part of the
i ntermedi ate policy.

A9:: Al and A6::A2 represent two SR-aware NFV applications residing in
containers respectively connected to node 9 and 6

Let us assume the followi ng ingress VPN policy for 20/8 in tenant 100
| Pv4 table of node 1: T.Encaps with SRv6 Policy <A2::Bl, A8::E100>

This ingress policy will steer the 20/8 tenant-100 traffic towards
the correct egress PE and via the required internmedi ate policy that
realizes the SLA and NFV requirenments of this tenant custonmner.

Node 1 sends the follow ng packet to 2: (Al::, A2::Bl) (A8::E100,
A2::Bl; SL=1)

Node 2 sends the follow ng packet to 4: (Al::, A4::C5) (A6:: A2,
A9:: A1, A4::C5; SL=2)(A8::E100, A2::Bl; SL=1)

Node 4 sends the follow ng packet to 5: (Al::, A9::Al) (A6::A2,
A9:: Al, A4::Ch; SL=1)(A8::E100, A2::Bl; SL=1)

Node 5 sends the follow ng packet to 9: (ALl::, A9::Al) (A6::A2,
A9:: A1, A4::C5; SL=1)(A8::E100, A2::Bl; SL=1)

Node 9 sends the follow ng packet to 6: (Al::, A6::A2) (A8::E100,
A2::Bl; SL=1)

Node 6 sends the follow ng packet to 7: (ALl::, A8::E100)

Node 7 sends the follow ng packet to 8: (Al::, A8::E100) which decaps
and forwards to CE-B.

The benefits of using an internmediate Binding SID are well -known and
key to the Segment Routing architecture: the ingress edge node needs
to push fewer SIDs, the ingress edge node does not need to change its
SR policy upon change of the core topology or re-honing of the

cont ai ner-based apps on different servers. Conversely, the core and
service organi zations do not need to share details on how they
realize underlay SLA's or where they hone their NFV apps.

9.8. TI-LFA

Let us assunme two packets P1 and P2 received by node 2 exactly when
the failure of link 27 is detected.

P1: (Al::, A7::)
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P2: (Al::, A7::)(A8::E100, A7::; SL=1)

Node 2’ s pre-conputed TI-LFA backup path for the destination A7:: is
<A4::C5>. It is installed as a T.lnsert transit behavior

Node 2 protects the two packets Pl and P2 according to the pre-
comput ed TI-LFA backup path and send the follow ng nodified packets
on the link to 4:

P1: (Al::, A4::C5)(A7::, A4::C5; SL=1)

P2: (Al::, A4::C5)(A7::, A4::C5; SL=1) (A8::E100, A7::; SL=1)
Node 4 then sends the follow ng nodified packets to 5:

P1: (Al::, A7::)

P2: (Al::, A7::)(A8::E100, A7::; SL=1)

Then these packets follow the rest of their post-convergence path
towards node 7 and then go to node 8 for the VPN decaps.

9.9. SR TE for Service chaining

We have illustrated the service chaining through SR-aware apps in a
previ ous secti on.

We illustrate the use of End. AS functions to service chain an |IP flow
bound to the internet through two SR-unaware applications hosted in
cont ai ners.

Let us assume that servers 20 and 70 are respectively connected to
nodes 2 and 7. They are respectively configured with SID spaces
A020::/40 and A070::/40. Their connected routers advertise the
related prefixes in the 1GP. Two SR-unaware contai ner-based
applications App2 and App7 are respectively hosted on server 20 and
70. Server 20 (70) is configured explicitly with an End. AS SI D
A020::2 for App2 (A070::7 for App7).

Let us assune a broadband custoner with a hone gateway CE-A connected
to edge router 1. Router 1 is configured with an SR policy which
encapsul ates all the traffic received fromCE-A into a T. Encaps
policy <A020::2, A070::7, A8::E0> where A8::E0 is an End.DT4 SID
instanti ated at node 8.

P1 is a packet sent by the broadband custoner to 1: (X, Y) where X
and Y are two | Pv4 addresses.
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10.

10.

1 sends the follow ng packet to 2: (Al::0, A020::2)(A8::E0, A070::7,
A020::2; SL=2; NH=4) (X, YY)

2 forwards the packet to server 20

20 reci evs the packet (Al::0, A070::7)(A8::E0, A070::7, A020::2;
SL=2; NH=1) (X, Y) and forwards the inner |Pv4 packet (X Y) to App2
App2 works on the packet and forwards it back to 20. 20 sends the
(whol e) 1 Pv6 packet back to 2

2 and 7 forward to server 70.

70 recieves the packet (Al::0, A8::EO0)(X, Y) and forwards the inner
| Pv4 packet (X, Y) to App7. App7 works on the packet and forwards it
back to 70. 70 sends the (whole) |IPv6 packet back to 7

7 forwards to 8.

8 performs the End. DT4 function and sends the I P packet (X )
towards its internet destination

Benefits
1. Seanl ess depl oynent

The VPN use-case can be realized with SRv6 capability depl oyed solely
at the ingress and egress PE s.

Al'l the nodes in between these PE's act as transit routers as per
[ RFC2460]. No software/ hardware upgrade is required on all these
nodes. They just need to support |Pv6 per [RFC2460].

The SRTE/ underl ay- SLA use-case can be realized with SRv6 capability
depl oyed at few strategic nodes.

It is well-known fromthe experience depl oying SR-MPLS t hat
underlay SLA optim zation requires few SIDs placed at strategic

|l ocations. This was illustrated in our exanple with the | ow

| at ency optim zation which required the operator to enable one
single core node with SRv6 (node 4) where one single and End. X SID
towards node 5 was instantiated. This single SIDis sufficient to
force the end-to-end traffic via the | ow | atency path.

The TI-LFA benefits are collected increnentally as SRv6 capabilities
are depl oyed.

It is well-know that TI-LFA is an increnental node-by-node
depl oynent. Wien a node Nis enabled for TI-LFA, it conputes TI-
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10.

10.

LFA backup paths for each primary path to each | GP destination
In nore than 50% of the case, the post-convergence path is |oop-
free and does not depend on the presence of any renote SRv6 SID.
In the vast majority of cases, a single segnent is enough to
encode the post-convergence path in a |oop-free nanner. |f the
required segnent is available (that node has been upgraded) then
the rel ated back-up path is installed in FIB, else the pre-

exi sting situation (no backup) continues. Hence, as the SRv6
depl oynent progresses, the coverage incrementally increases.
Eventual |y, when the core network is SRv6 capable, the TI-LFA
coverage is conplete.

The service chaining use-case can be realized with SRv6 capability
depl oyed at few strategic nodes.

The service-chaining deploynent is again increnental and does not
require any pre-deploynent of SRv6 in the network. Wen an NFV
app Al needs to be enabled for inclusion in an SRv6 service chain,
all what is required is to install that app in a container or VM
on an SRv6-capable server (Linux 4.10 or FD.io 17.04 rel ease).

The app can either be SR-aware or not, |everaging the proxy
functions described in this docunent.

By | everaging the various END functions it can al so be used to
support any current PNF/ VNF inpl enentations and their forwarding
met hods (e.g. Layer 2).

The ability to leverage SR TE policies and BSIDs also pernmits
bui | di ng scal abl e, hierarchical service-chains.

2. Integration

The SRv6 networ k progranmm ng concept allows integrating all the
application and service requirenents: nulti-donmain underlay SLA
optinmization with scale, overlay VPN Tenant, sub-50nsec autonated
FRR, security and service chai ning.

3. Security

The conbi nati on of well-known techni ques (SECl, SEC2, SEC4) and
carefully chosen architectural rules (SEC3) ensure a secure

depl oynent of SRv6 inside a nmulti-domain network managed by a single
organi zati on.

Inter-domain security will be described in a conpani on docunent.
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