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Abstract

Segnent Routing (SR) allows a headend node to steer a packet fl ow
along any path. Internediate per-flow states are elimnated thanks
to source routing. The headend node steers a flow into an SR Policy.
The header of a packet steered in an SR Policy is augnented with the
ordered list of segnents associated with that SR Policy. This
docunent details the concepts of SR Policy and steering into an SR
Pol i cy.

Requi rement s Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].
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Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
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1. Introduction

Segrment Routing (SR) allows a headend node to steer a packet flow
al ong any path. Internediate per-flow states are elimnated thanks
to source routing [I-D.ietf-spring-segnment-routing].

The headend node is said to steer a flowinto an Segnment Routing
Policy (SR Policy).

The header of a packet steered in an SR Policy is augnented with the
ordered list of segnents associated with that SR Policy.
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This docunent details the concepts of SR Policy and steering into an
SR Policy. These apply equally to the MPLS and SRv6 instantiations
of segnent routing.

For reading sinplicity, the illustrations are provided for the MPLS
i nstanti ati ons.

2. SR Policy

An SR Policy is a franmework that enables instantiation of an ordered
list of segnents on a node for inplenenting a source routing policy
with a specific intent for traffic steering fromthat node.

The Segnment Routing architecture [I-D.ietf-spring-segnent-routing]

specifies that any instruction can be bound to a segnent. Thus, an
SR Policy can be built using any types of Segnent ldentifiers (SIDs)
i ncluding those associated with topol ogi cal or service instructions.

This section defines the key aspects and constituents of an SR
Pol i cy.

2.1. ldentification of an SR Policy

An SR Policy is identified through the tuple <headend, col or
endpoint>. In the context of a specific headend, one may identify an
SR policy by the <col or, endpoint> tuple.

The headend is the node where the policy is instantiated/inplenented.
The headend is specified as an | Pv4 or |Pv6 address.

The endpoint indicates the destination of the policy. The endpoint

is specified as an I Pv4 or | Pv6 address. 1In a specific case (refer

to Section 8.8.1), the endpoint can be the null address (0.0.0.0 for
| Pv4, ::0 for |Pv6).

The color is a 32-bit nunerical value that associates the SR Policy
with an intent (e.g. lowlatency).

The endpoint and the color are used to automate the steering of
service or transport routes on SR Policies (refer to Section 8).

An i nmpl enentation MAY al |l ow assignnment of a symnbolic nanme conprising
of printable ASCI|I characters to an SR Policy to serve as an user-
friendly attribute for debug and troubl eshooting purposes. Such
synbol i ¢ names MJST NOT be considered as identifiers for an SR
Pol i cy.
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2.2. Candidate Path and Segnent Li st

An SR Policy is associated with one or nore candidate paths. A
candidate path is the unit for signaling of an SR Policy to a headend
via protocols |ike Path Conputation El enent (PCE) Comruni cation

Prot ocol (PCEP) [RFC8281] or BGP SR Policy
[I-D.ietf-idr-segnent-routing-te-policy].

A candidate path is itself associated with a Segment-List (SIDList)
or a set of SIDLists.

A SID List represents a specific source-routed way to send traffic
fromthe headend to the endpoint of the corresponding SR policy.

A candidate path is either dynam c or explicit.

An explicit candidate path is associated with a SID-List or a set of
SI D Li st s.

A dynani c candi date path expresses an optim zation objective and a
set of constraints. The headend (potentially with the help of a PCE)
conmputes the solution SID-List (or set of SIDLists) that solves the
optinization problem

When a candidate path is associated with a set of SID-Lists, each
SID-List is associated with a weight for weighted | oad bal anci ng
(refer Section 2.11 for details). The default weight is 1.

A variation of SR Policy can be used for packet replication. A

candi date path could conprise nultiple SIDLists; one for each
replication path. |In such a scenario, packets are actually
replicated through each SID List of the SR Policy to realize a point-
to-nultipoint service delivery. The weight of each SID-List does not
come into the picture in this case since there is no | oad-bal anci ng.
The details of this and other such mechanisns for use of SR Policy
for point-to-nultipoint delivery are outside the scope of this
docunent .

2.3. Protocol-Oigin of a Candidate Path
A headend may be informed about a candidate path for an SR Policy
<col or, endpoint> by various neans including: via configuration, PCEP
[ RFC8281] or BGP [I-D.ietf-idr-segnent-routing-te-policy].
Protocol -Origin of a candidate path is an 8-bit val ue which

identifies the conponent or protocol that originates or signals the
candi dat e path.
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The tabl e bel ow specifies the RECOWENDED def ault val ues:

| 10 | PCEP I
[ 20 | BGP SR Policy [
| 30 | Local (via CLI, Yang nodel through NETCONF, gRPC, etc.) |

Table 1: Protocol-origin lIdentifier

I mpl ement ati ons MAY al | ow nodi fications of these default val ues
assigned to protocols on the headend along simlar lines as a routing
adm nistrative distance. |Its application in the candidate path

sel ection is described in Section 2.9.

2.4. Oiginator of a Candidate Path

Originator identifies the node which provisioned or signalled the
candi date path on the headend. The originator is expressed in the
formof a 160 bit nunerical value forned by the concatenation of the
fields of the tuple <ASN, node-address> as bel ow

0 ASN : represented as a 4 byte nunber.

0 Node Address : represented as a 128 bit value. |Pv4 addresses are
encoded in the | owest 32 bits.

Its application in the candi date path selection is described in
Section 2.9.

When Protocol -Oigin is Local, the ASN and node address MAY be set to
either the headend or the provisioning controller/node ASN and
address. Default value is 0 for both AS and node address.

When Protocol -Origin is PCEP, it is the IPv4d or |Pv6 address of the
PCE and the AS nunber SHOULD be set to O by default when not
avai |l abl e or known.

Protocol -Origin is BGP SR Policy, it is provided by the BGP conmponent
on the headend and is:

o the BGP Router I D and ASN of the node/controller signalling the
candi date path when it has a BGP session to the headend, OR
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2.

2.

o the BGP Router |ID of the eBGP peer signalling the candidate path
along with ASN of origin when the signalling is done via one or
nmore internediate eBGP routers, OR

o the BGP Originator |ID [RFC4456] and the ASN of the node/controller
when the signalling is done via one or nore route-reflectors over
i BGP sessi on.

5. Di scrimnator of a Candi date Path

The Discrimnator is a 32 bit value associated with a candi date path
that uniquely identifies it within the context of an SR Policy froma
specific Protocol-Oigin as specified bel ow

When Protocol -Origin is Local, this is an inplenentation’s
configuration nodel specific unique identifier for a candi date path.
Default value is O.

When PCEP is the Protocol-Origin, the method to uniquely identify
signalled path will be specified in a future PCEP docunment. Default
value is O.

When BGP SR Policy is the Protocol-Origin, it is the distinguisher
specified in Section 2.1 of [I-D.ietf-idr-segnent-routing-te-policy].

Its application in the candi date path selection is described in
Section 2.9.

6. ldentification of a Candi date Path

A candidate path is identified in the context of a single SR Policy.
A candidate path is not shared across SR Policies.

A candidate path is not identified by its SID-List(s).

If CPl is a candidate path of SR Policy Poll and CP2 is a

candi date path of SR Policy Pol 2, then these two candi date paths
are independent, even if they happen to have the sane S| D List.
The SID-List does not identify a candidate path. The SID-List is
an attribute of a candi date path.

The identity of a candidate path MJST be uni quely established in the
context of an SR Policy <headend, color, endpoint> in order to handle
add, delete or nodify operations on themin an unanmbi guous manner
regardl ess of their source(s).
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The tuple <Protocol-Origin, originator, discrininator> uniquely
identify a candi date path.

Candi dat e paths MAY al so be assigned or signaled with a synbolic nane
conprising printable ASCI| characters to serve as a user-friendly
attribute for debug and troubl eshooting purposes. Such synbolic
names MJUST NOT be considered as identifiers for a candi date path.

2. 7. Preference of a Candi date Path

The preference of the candidate path is used to select the best
candidate path for an SR Policy. The default preference is 100.

It is RECOWENDED t hat each candi date path of a given SR policy has a
di fferent preference.

2.8. Validity of a Candidate Path

A candidate path is valid if it is usable. A common path validity
criterion is the reachability of its constituent SIDs. The
validation rules are specified in Section 5.

2.9. Active Candidate Path
A candidate path is selected when it is valid and it is determned to
be the best path of the SR Policy. The selected path is referred to
as the "active path" of the SR policy in this docunent.
Whenever a new path is learned or an active path is deleted, the
validity of an existing path changes or an existing path is changed,
the sel ection process MJST be re-executed.
The candi date path sel ecti on process operates on the candi date path
Preference. A candidate path is selected when it is valid and it has
the hi ghest preference value anong all the candi date paths of the SR
Pol i cy.
In the case of multiple valid candi date paths of the sane preference,
the tie-breaking rules are evaluated on the identification tuple in
the following order until only one valid best path is sel ected:
1. Higher value of Protocol-Oigin is selected.
2. Lower value of originator is selected.

3. Finally, the higher value of discrimnator is selected.
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2

2

An i nmpl enent ati on MAY choose to override any of the tie-breaking
rul es above and maintain the already selected candi date path as
active path.

The rules are framed with nmultiple protocols and sources in mnd and
hence may not follow the logic of a single protocol (e.g. BGP best
path selection). The notivation behind these rules are as foll ows:

(0]

The Protocol-Origin allows an operator to setup a default

sel ection nmechani sm across protocol sources, e.g., to prefer
| ocal |y provisioned over paths signalled via BG SR Policy or
PCEP.

The preference, being the first tiebreaker, allows an operator to
i nfluence sel ection across paths thus allow ng provisioning of
multiple path options, e.g., CPl is preferred and if it becones
invalid then fall-back to CP2 and so on. Since preference works
across protocol sources it also enables (where necessary)

sel ective override of the default protocol-origin preference
e.g., to prefer a path signalled via BG® SR Policy over what is

| ocal 'y provisioned.

The originator allow an operator to have nultiple redundant
controllers and still nmaintain a deterministic behavi our over
whi ch of themare preferred even if they are providing the sane
candi date paths for the same SR policies to the headend.

The discrimnator perforns the final tiebreaking step to ensure a
determnistic outcone of selection regardl ess of the order in

whi ch candi date paths are signalled across nultiple transport
channel s or sessions.

[I-D.filsfils-spring-sr-policy-considerations] provides a set of

exanples to illustrate the active candidate path selection rules.
10. Validity of an SR Policy

An SR Policy is valid when it has at |east one valid candi date path.
11. Instantiation of an SR Policy in the Forwardi ng Pl ane

A valid SR Policy is instantiated in the forwarding pl ane.

Only the active candidate path is used for forwarding traffic that is
being steered onto that policy.
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If a set of SIDLists is associated with the active path of the
policy, then the steering is per flow and WECWMP based according to
the relative weight of each SID-List.

The fraction of the flows associated with a given SID-List is w Sw
where wis the weight of the SID-List and Swis the sumof the
weights of the SIDLists of the selected path of the SR Policy.

The accuracy of the weighted | oad-bal anci ng depends on the platform
i mpl enent ati on.

2.12. Priority of an SR Policy

Upon topol ogi cal change, many policies could be reconputed. An

i npl ement ati on MAY provide a per-policy priority configuration. The
operator MAY set this field to indicate order in which the policies
shoul d be re-conmputed. Such a priority is represented by an integer
in the range (0, 255) where the | owest value is the highest priority.
The default value of priority is 128.

An SR Policy may conprise multiple Candi date Paths received fromthe
same or different sources. A candidate path MAY be signaled with a
priority value. Wen an SR Policy has nmultiple candidate paths with
di stinct signaled non-default priority values, the SR Policy as a
whol e takes the | owest value (i.e. the highest priority) anobngst
these signaled priority val ues.

2.13. Summary
In summary, the information nodel is the follow ng:

SR policy POL1 <headend, col or, endpoint>
Candi dat e-path CP1 <protocol-origin = 20, originator =
100:1.1.1.1, discrimnator = 1>
Preference 200
Weight W, SIDListl <SID11... Sl D1i>
Weight W2, SID List2 <SID21... Sl D2j >
Candi dat e-path CP2 <protocol-origin = 20, originator =
100:2.2.2.2, discrimnator = 2>
Preference 100
Wi ght W8, SID List3 <SID31...SlID3i>
Wi ght W4, SID-List4 <SID41...SID4j>

The SR Policy POL1 is identified by the tuple <headend, col or,
endpoint>. It has two candi date paths CP1 and CP2. Each is
identified by a tuple <protocol-origin, originator, discrimnator>.
CPl is the active candidate path (it is valid and it has the highest
preference). The two SID-Lists of CP1 are installed as the
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forwarding instantiation of SR policy Poll. Traffic steered on Pol1l
is fl owbased hashed on SID-List <SID11...SIDli> with a ratio
WL/ (WL+W2) .

3. Segnent Routing Database
An SR headend mai ntai ns the Segnment Routing Dat abase (SR-DB).

An SR headend | everages the SR-DB to validate explicit candidate
pat hs and conput e dynam ¢ candi date paths.

The information in the SR-DB MAY i ncl ude:

o |G information (topology, IGP netrics based on ISIS [ RFC1195] and
OSPF [ RFC2328] [ RFC5340])

0 Segnent Routing information (such as SRGB, SRLB, Prefix-SIDs, Adj-
SI Ds, BGP Peering SID, SRv6 Sl Ds)
[I-D.ietf-spring-segment-routing]
[I-D.ietf-idr-bgpls-segnent-routing-epe]
[I-D.filsfils-spring-srv6-network-progranmm ng]

o TE Link Attributes (such as TE netric, SRLG attribute-flag,
ext ended admi n group) [ RFC5305] [ RFC3630].

0 Extended TE Link attributes (such as |atency, |oss) [RFC7810]

[ RFC7471]

0 Inter-AS Topol ogy information

[I-D.ietf-idr-bgpls-segnent-routing-epe].

The attached donmin topol ogy MAY be learned via | GP, BGP-LS or
NETCONF.

A non-attached (renote) domain topology MAY be | earned via BGP-LS or
NETCONF.

In sone use-cases, the SR-DB may only contain the attached donain
topol ogy while in others, the SR-DB rmay contain the topol ogy of
mul ti ple domains and in this case it is multi-domain capable.

The SR-DB MAY al so contain the SR Policies instantiated in the
network. This can be collected via BGP-LS
[I-D.ietf-idr-te-lsp-distribution] or PCEP [ RFC8231] and
[1-D.sivabal an- pce-bi ndi ng-1abel-sid]. This information allows to
build an end-to-end policy on the basis of internmediate SR policies
(see Section 6 for further details).

The SR-DB MAY al so contain the Maxi mum SID Depth (MSD) capability of
nodes in the topology. This can be collected via ISIS
[I-D.ietf-isis-segnent-routing-nsd], OSPF
[I-D.ietf-ospf-segnment-routing-nsd], BGP-LS
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[I-D.ietf-idr-bgp-Is-segnent-routing-nsd] or PCEP
[I-D.ietf-pce-segnment-routing].

The use of the SR-DB for conputation and validation of SR Policies is
outside the scope of this docunent. Sone inplenentation aspects
related to this are covered in [I-D.filsfils-spring-sr-policy-

consi derations].

4. Segnent Types

A SIDList is an ordered set of segnents represented as <Sl, S2,
Sn> where S1 is the first segnent.

Based on the desired datapl ane, either the MPLS | abel stack or the
SRv6 SRHis built fromthe SIDList. However, the SID-List itself
can specified using different segnent-descriptor types and the
followi ng are currently defined:

Type 1. SR-MPLS Label:
A MPLS | abel corresponding to any of the segnent types defined
for SR-MPLS (as defined in [I-D.ietf-spring-segnment-routing] or
other SR-MPLS specifications) can be used. Additionally,
reserved labels like explicit-null or in general any MPLS | abel
may al so be used. e.g. this type can be used to specify a
| abel representation which maps to an optical transport path on
a packet transport node. This type does not require the
headend to perform SID resol ution.

Type 2: SRv6 SID:
An | Pv6 address corresponding to any of the segnent types
defined for SRv6 (as defined in
[I-D.filsfils-spring-srv6-network-progranmm ng] or other SRv6
speci fications) can be used. This type does not require the
headend to perform SID resol ution.

Type 3. IPv4d Prefix with optional SR Al gorithm
The headend is required to resolve the specified | Pv4 Prefix
Address to the SR-MPLS | abel corresponding to a Prefix SID
segnment (as defined in [I-D.ietf-spring-segnent-routing]). The
SR algorithm (refer to Section 3.1.1 of
[I-D.ietf-spring-segnent-routing]) to be used MAY al so be
provi ded.

Type 4: I Pv6 dobal Prefix with optional SR Al gorithmfor SR MPLS:
In this case the headend is required to resolve the specified
I Pv6 d obal Prefix Address to the SR-MPLS | abel corresponding
toits Prefix SID segnent (as defined in
[I-D.ietf-spring-segnment-routing]). The SR Algorithm (refer to
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Section 3.1.1 of [I-D.ietf-spring-segnent-routing]) to be used
MAY al so be provi ded.

Type 5: IPv4 Prefix with Local Interface |D:

This type allows identification of Adjacency SID (as defined in
[I-D.ietf-spring-segnent-routing]) or BGP EPE Peering SID (as
defined in [I-D.ietf-idr-bgpls-segnent-routing-epe]) |abel for
poi nt-to-point links including |IP unnunbered links. The
headend is required to resolve the specified | Pv4d Prefix
Address to the Node originating it and then use the Loca
Interface IDto identify the point-to-point |ink whose

adj acency is being referred to. The Local Interface IDlink
descriptor follows semantics as specified in [RFC7752]. This
type can also be used to indicate indirection into a | ayer 2
interface (i.e. without I P address) like a representation of an
optical transport path or a layer 2 Ethernet port or circuit at
t he specified node.

Type 6: | Pv4 Addresses for link endpoints as Local, Renote pair:

This type allows identification of Adjacency SID (as defined in
[I-D.ietf-spring-segnent-routing]) or BGP EPE Peering SID (as
defined in [I-D.ietf-idr-bgpls-segnent-routing-epe]) |abel for
links. The headend is required to resolve the specified | Pv4
Local Address to the Node originating it and then use the |IPv4
Renote Address to identify the |link adjacency being referred
to. The Local and Renote Address pair link descriptors follows
semantics as specified in [RFC7752].

Type 7: IPv6 Prefix and Interface ID for |ink endpoints as Local
Renote pair for SR-MPLS

Filsfils,

This type allows identification of Adjacency SID (as defined in
[I-D.ietf-spring-segnent-routing]) or BGP EPE Peering SID (as
defined in [I-D.ietf-idr-bgpls-segnment-routing-epe]) |abel for
links including those with only Link Local |Pv6 addresses. The
headend is required to resolve the specified | Pv6 Prefix
Address to the Node originating it and then use the Loca
Interface IDto identify the point-to-point |ink whose

adj acency is being referred to. For other than point-to-point
links, additionally the specific adjacency over the Iink needs
to be resolved using the Renote Prefix and Interface ID. The
Local and Renote pair of Prefix and Interface ID link
descriptor follows semantics as specified in [RFC7752]. This
type can also be used to indicate indirection into a | ayer 2
interface (i.e. without I P address) like a representation of an
optical transport path or a layer 2 Ethernet port or circuit at
t he specified node.
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Type 8: I Pv6 Addresses for link endpoints as Local, Renote pair for

SR- MPLS:
This type allows identification of Adjacency SID (as defined in
[I-D.ietf-spring-segnent-routing]) or BGP EPE Peering SID (as
defined in [I-D.ietf-idr-bgpls-segnent-routing-epe]) |abel for
links with G obal |IPv6 addresses. The headend is required to
resolve the specified Local | Pv6 Address to the Node
originating it and then use the Renote | Pv6 Address to identify
the link adjacency being referred to. The Local and Renote
Address pair link descriptors follow semantics as specified in
[ RFC7752] .

Type 9: IPv6 dobal Prefix with optional SR Al gorithmfor SRv6:
The headend is required to resolve the specified | Pv6 G oba
Prefix Address to the SRv6 END function SID (as defined in
[I-D.filsfils-spring-srv6-network-programm ng]) correspondi ng
to the node which is originating the prefix. The SR Al gorithm
(refer to Section 3.1.1 of [I-D.ietf-spring-segnent-routing])
to be used MAY al so be provided.

Type 10: 1Pv6 Prefix and Interface ID for |ink endpoints as Local

Renote pair for SRv6
This type allows identification of SRv6 END. X SID (as defined
in [I-Dfilsfils-spring-srv6-network-progranming]) for |inks
with only Link Local |Pv6 addresses. The headend is required
to resolve the specified IPv6 Prefix Address to the Node
originating it and then use the Local Interface IDto identify
the point-to-point |ink whose adjacency is being referred to.
For other than point-to-point links, additionally the specific
adj acency needs to be resolved using the Renote Prefix and
Interface ID. The Local and Renote pair of Prefix and
Interface ID link descriptor follow senmantics as specified in
[ RFC7752] .

Type 11: |1 Pv6 Addresses for link endpoints as Local, Renote pair for

SRv6:
This type allows identification of SRv6 END. X SID (as defined
in [I-D.filsfils-spring-srv6-network-programring]) for |inks
with dobal 1Pv6 addresses. The headend is required to resolve
the specified Local | Pv6 Address to the Node originating it and
then use the Renpote | Pv6 Address to identify the |ink adjacency
being referred to. The Local and Renpte Address pair link
descriptors follows senmantics as specified in [ RFC7752].

When the algorithmis not specified for the SID types above which
optionally allow for it, the headend SHOULD use the Strict Shortest
Path al gorithmif available; otherwise it SHOULD use the default
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Shortest Path algorithm The specification of algorithmenables the
use of IGP Flex Algorithm[I-D.ietf-Isr-flex-algo] specific SIDs in
SR Pol i cy.

For SID types 3-through-11, a SID value may al so be optionally
provided to the headend for verification purposes. Section 5.1
describes the resolution and verification of the SIDs and Segnent
Li sts on the headend.

When building the MPLS | abel stack or the IPv6 Segnent list fromthe
Segnent List, the node instantiating the policy MJST interpret the
set of Segnments as foll ows:

o The first Segment represents the topnost |abel or the first |Pv6
segment. It identifies the first segnent the traffic will be
directed toward along the SR explicit path.

0 The last Segnment represents the bottommost |abel or the |ast | Pv6
segnent the traffic will be directed toward along the SR explicit
pat h.

4.1. Explicit Nul
A Type 1 SID may be any MPLS | abel, including reserved | abels.

For exanpl e, assunming that the desired traffic-engineered path froma
headend 1 to an endpoint 4 can be expressed by the SID List <16002
16003, 16004> where 16002, 16003 and 16004 respectively refer to the
| Pv4 Prefix SIDs bound to node 2, 3 and 4, then IPv6 traffic can be
traffic-engineered fromnodes 1 to 4 via the previously described
path using an SR Policy with SIDList <16002, 16003, 16004, 2> where
mpl s | abel value of 2 represents the "I Pv6 Explicit NULL Label"

The penultimate node before node 4 will pop 16004 and will forward
the frane on its directly connected interface to node 4.

The endpoint receives the traffic with top |abel "2" which indicates
that the payload is an | Pv6 packet.

When steering unl abeled | Pv6 BGP destination traffic using an SR
policy conposed of SID-List(s) based on IPv4 SIDs, the Explicit Nul
Label Policy is processed as specified in
[I-D.ietf-idr-segnent-routing-te-policy]) Section 2.4.4. Wen an
"I Pv6 Explicit NULL label” is not present as the bottom | abel, the
headend SHOULD automatically inmpose one. Refer to Section 8) l|ater
in this docunent for nore details.
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5. Validity of a Candidate Path
5.1. Explicit Candidate Path

An explicit candidate path is associated with a SID-List or a set of
SI D Li st s.

An explicit candidate path is provisioned by the operator directly or
via a controller.

The conputation/logic that |Ieads to the choice of the SIDIlist is
external to the SR Policy headend. The SR Policy headend does not
compute the SID list. The SR Policy headend only confirns its
validity.

A SID-List of an explicit candidate path MJST be declared invalid
when:

o It is enpty.

o Its weight is O.

o0 The headend is unable to resolve the first SIDinto one or nore
outgoing interface(s) and next-hop(s).

0 The headend is unable to resolve any non-first SID of type
3-through-11 into an MPLS | abel or an SRv6 Sl D.

0 The headend verification fails for any SID for which verification
has been explicitly requested.

"Unabl e to resol ve" neans that the headend has no path to the SID in
its SR dat abase

SID verification is performed when the headend is explicitly
requested to verify SID(s) by the controller via the signaling
protocol used. |Inplenmentations MAY provide a | ocal configuration
option to enable verification on a global or per policy or per
candi date path basis.

"Verification fails" for a SID neans any of the follow ng:

0 The headend is unable to find the SIDin its SR DB

0 The headend detects mis-match between the SID value and its
context provided for SIDs of type 3-through-11 in its SR DB

0 The headend is unable to resolve any non-first SID of type
3-through-11 into an MPLS | abel or an SRv6 Sl D.

In multi-domain deploynments, it is expected that the headend be

unable to verify the reachability of the SIDs in renote donains.
Types A or B MIUST be used for the SIDs for which the reachability
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cannot be verified. Note that the first SID MIST al ways be reachabl e
regardl ess of its type.

In addition, a SID-List MAY be declared invalid when

o Its last segnent is not a Prefix SID (including BGP Peer Node- Sl D)
advertised by the node specified as the endpoint of the
correspondi ng SR policy.

0o Its last segnment is not an Adjacency SID (including BGP Peer
Adj acency SID) of any of the |links present on nei ghbor nodes and
that term nate on the node specified as the endpoint of the
correspondi ng SR policy.

An explicit candidate path is invalid as soon as it has no valid SID
Li st.

5.2. Dynanic Candidate Path

A dynanic candidate path is specified as an optinization objective
and constraints.

The headend of the policy |leverages its SR database to conpute a SID
List ("solution SIDList") that solves this optimzation probl em

The headend re-conmputes the solution SID-List any time the inputs to
t he probl em change (e.g., topol ogy changes).

When | ocal conputation is not possible (e.g., a policy' s tailend is
out si de the topol ogy known to the headend) or not desired, the
headend MAY send path conputation request to a PCE supporting PCEP
extension specified in [I-D.ietf-pce-segnment-routing].

If no solution is found to the optim zati on objective and
constraints, then the dynam c candi date path MJUST be decl ared
i nval id.

[I-D.filsfils-spring-sr-policy-considerations] discusses sone of the
optimization objectives and constraints that may be considered by a
dynami c candidate path. It illustrates sonme of the desirable
properties of the conputation of the solution SID list.

6. Binding SID

The Binding SID (BSID) is fundamental to Segment Routing

[I-D.ietf-spring-segnent-routing]. It provides scaling, network
opacity and service independence. [I-D.filsfils-spring-sr-policy-
considerations] illustrates sone of these benefits.
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6.1. BSID of a candidate path
Each candi date path MAY be defined with a BSID
Candi date Paths of the sane SR policy SHOULD have the sanme BSI D.
Candi date Paths of different SR policies MIUST NOT have the sanme BSI D
6.2. BSID of an SR Policy
The BSID of an SR policy is the BSID of its active candi date path.

When the active candidate path has a specified BSID, the SR Policy
uses that BSIDif this value (label in MPLS, |1Pv6 address in SRv6) is
available (i.e., not associated with any other usage: e.g. to another
MPLS client, to another SID, to another SR Policy).

Optionally, instead of only checking that the BSID of the active path
is available, a headend MAY check that it is available within a given
SID range i.e., Segnent Routing Local Block (SRLB) as specified in
[I-D.ietf-spring-segnent-routing].

When the specified BSID is not available (optionally is not in the
SRLB), an alert nmessage is generated.

In the cases (as described above) where SR Policy does not have a
BSI D avail able, then the SR Policy MAY dynamically bind a BSID to
itself. Dynamcally bound BSI D SHOULD use an avail able SID outside
t he SRLB.

Assuming that at timet the BSID of the SR Policy is Bl, if at tine
t+dt a different candi date path becones active and this new active
pat h does not have a specified BSID or its BSIDis specified but is
not available, then the SR Policy keeps the previous BSID Bl.

The association of an SR Policy with a BSID thus MAY change over the
life of the SR policy (e.g., upon active path change). Hence, the
BSI D cannot be used as an identification of an SR Policy.

6.2.1. Frequent use-cases : unspecified BSID

Al'l the candi date paths of the same SR Policy can have an unspecified
BSI D.

In such a case, a BSID MAY be dynanmically bound to the SR Policy as
soon as the first valid candidate path is received. That BSID is
kept along all the life of the SR Policy and across changes of active
candi dat e pat h.
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6.2.2. Frequent use-case: all specified to the sane BSID
Al'l the paths of the SR Policy can have the sanme specified BSID.
6.2.3. Specified-BSIDonly

An inplementati on MAY support the configuration of the Specified-
BSID-only restrictive behavior on the headend for all SR Policies or
i ndividual SR Policies. Further, this restrictive behavior MAY al so
be signaled on a per SR Policy basis to the headend.

When this restrictive behavior is enabled, if the candi date path has
an unspecified BSID or if the specified BSID is not avail abl e when
the candi date path beconmes active then no BSIDis bound to it and it
is considered invalid. An alert is triggered. Oher candidate paths
can then be evaluated for beconing the active candi date path.

6.3. Forwarding Pl ane

A valid SR Policy installs a BSID keyed entry in the forwardi ng pl ane
with the action of steering the packets matching this entry to the
sel ected path of the SR Policy.

If the Specified-BSID-only restrictive behavior is enabled and the
BSID of the active path is not available (optionally not in the
SRLB), then the SR Policy does not install any entry indexed by a
BSID in the forwardi ng pl ane.

6.4. Non-SR usage of Binding SID

An i nmpl enentati on MAY choose to associate a Binding SID with any type
of interface (e.g. a layer 3 termnation of an Optical Crcuit) or a
tunnel (e.g. |IP tunnel, GRE tunnel, |P/UDP tunnel, MPLS RSVP-TE
tunnel, etc). This enables the use of other non-SR enabl ed
interfaces and tunnels as segnents in an SR Policy SID-List wthout
the need of forming routing protocol adjacencies over them

The details of this kind of usage are beyond the scope of this
docunent. A specific packet optical integration use case is
described in [I-D. anand-spring-poi-sr]

7. SR Policy State

The SR Policy State is maintained on the headend to represent the
state of the policy and its candidate paths. This is to provide an
accurate representation of whether the SR Policy is being
instantiated in the forwardi ng plane and which of its candi date paths
and segnent-list(s) are active. The SR Policy state MJST al so
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reflect the reason when a policy and/or its candidate path is not
active due to validation errors or not being preferred.

The SR Policy state can be reported by the headend node via BGP-LS
[I-D.ietf-idr-te-lsp-distribution] or PCEP [ RFC8231] and
[I-D. sivabal an- pce- bi ndi ng- I abel -si d] .

SR Policy state on the headend al so includes traffic accounting
information for the flows being steered via the policies. The
details of the SR Policy accounting are beyond the scope of this
docunent and [I-D.ali-spring-sr-traffic-accounting] covers these
aspects in the broader context of traffic accounting in a SR network.

| mpl enent ati ons MAY support an administrative state to contro
| ocal l'y provisioned policies via nechanisns |ike CLI or NETCONF.

Steering into an SR Policy

A headend can steer a packet flowinto a valid SR Policy in various
ways:

0 |Incom ng packets have an active SID matching a local BSID at the
headend.

o Per-destination Steering: inconmng packets match a BGP/ Service
route which recurses on an SR policy.

o Per-flow Steering: incomng packets match or recurse on a
forwardi ng array of where sonme of the entries are SR Poli cies.

0 Policy-based Steering: incom ng packets match a routing policy
whi ch directs themon an SR policy.

For sinmplicity of illustration, this docunent uses the SR-MPLS
exanpl e.

Validity of an SR Policy
An SR Policy is invalid when all its candidate paths are invalid.
By default, upon transitioning to the invalid state,
0 an SR Policy and its BSID are renoved fromthe forwardi ng pl ane.
0 any steering of a service (PW, destination (BGP-VPN), flow or
packet on the related SR policy is disabled and the rel ated
service, destination, flow or packet is routed per the classic

forwarding table (e.g. longest-match to the destination or the
recursi ng next-hop).
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8.2. Drop upon invalid SR Policy
An SR Policy MAY be enabl ed for the Drop-Upon-Invalid behavior

0o aninvalid SR Policy and its BSIDis kept in the forwarding pl ane
with an action to drop.

0 any steering of a service (PW, destination (BGP-VPN), flow or
packet on the related SR policy is maintained with the action to
drop all of this traffic.

The drop-upon-invalid behavior has been depl oyed in use-cases where
the operator wants sone PWto only be transported on a path with
specific constraints. Wen these constraints are no |onger met, the
operator wants the PWtraffic to be dropped. Specifically, the
operator does not want the PWto be routed according to the I GP
shortest-path to the PWendpoint.

8.3. Inconming Active SIDis a BSID

Let us assune that headend H has a valid SR Policy P of SID List <S1,
S2, S3> and BSID B.

When H receives a packet K with |abel stack <B, L2, L3> H pops B and
pushes <S1, S2, S3> and forwards the resulting packet according to
SI D S1.

"Forwarding the resulting packet according to S1" nmeans: If Sl is
an Adj SID or a PHP-enabl ed prefix SID advertised by a nei ghbor, H
sends the resulting packet with |abel stack <S2, S3, L2, L3> on
the outgoing interface associated with S1; Else H sends the

resul ting packet with | abel stack <S1, S2, S3, L2, L3> along the
pat h of S1.

H has steered the packet in the SR policy P.

H did not have to classify the packet. The classification was done
by a node upstreamof H (e.g., the source of the packet or an

i nternmedi ate i ngress edge node of the SR domain) and the result of
this classification was efficiently encoded in the packet header as a
BSI D.

This is another key benefit of the segment routing in general and the
binding SIDin particular: the ability to encode a classification and
the resulting steering in the packet header to better scale and
simplify internediate aggregati on nodes.

If the SR Policy Pis invalid, the BSID B is not in the forwarding
pl ane and hence the packet K is dropped by H
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8.4. Per-Destination Steering
Let us assune that headend H

0 learns a BGP route R'r via next-hop N, extended-color comunity C
and VPN | abel V.

0o has a valid SR Policy Pto (endpoint = N, color = C) of SIDList
<S1, S2, S3> and BSID B

0 has a BGP policy which matches on the extended-col or community C
and allows its usage as SLA steering information

If all these conditions are net, Hinstalls R'r in RIB/FIB with next-
hop = SR Policy P of BSID B instead of via N

Indeed, Hs local BGP policy and the received BGP route indicate that
t he headend shoul d associate R'r with an SR Policy path to Nwith the
SLA associated with color C. The headend therefore installs the BGP
route on that policy.

This can be inplemented by using the BSID as a generalized next-hop
and installing the BGP route on that generalized next-hop

When H receives a packet Kwith a destination matching R'r, H pushes
the | abel stack <Sl1, S2, S3, V> and sends the resulting packet al ong
the path to Sl.

Note that any SID associated with the BGP route is inserted after the
SID-List of the SR Policy (i.e., <81, S2, S3, V>).

The sane behavior is applicable to any type of service route: any
AFl / SAFI of BGP [ RFC4760] any AFI/SAFI of LISP [ RFC6830].

8.4.1. Miltiple Colors

When a BGP route has nultiple extended-color communities each with a
valid SR Policy NLRI, the BGP process installs the route on the SR
policy whose color is of highest numerical val ue.

Let us assune that headend H

0 learns a BGP route R'r via next-hop N, extended-color conmunities
Cl and C2 and VPN | abel V.

0 has a valid SR Policy P1 to (endpoint = N, color = Cl) of SIDI|ist
<S1, S2, S3> and BSI D B1.

0o has a valid SR Policy P2 to (endpoint = N, color
<S4, S5, S6> and BSI D B2.

0 has a BGP policy which nmatches on the extended-col or communities
Cl and C2 and allows their usage as SLA steering information

C2) of SID list
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| f

all these conditions are net, Hinstalls R'r in RIB/FIB wi th next-

hop = SR Policy P2 of BSID=B2 (instead of N) because C2 > Cl.

8. 5.

In

Recursi on on an on-denand dynam c BSID

the previous section, it was assuned that H had a pre-established

"explicit" SR Policy (endpoint N, color C).

I'n

this section, independently to the a-priori existence of any

explicit candidate path of the SR policy (N, O, it is to be noted
that the BGP process at headend node H triggers the instantiation of
a dynam ¢ candidate path for the SR policy (N, C as soon as:

0
0

8.5. 1.

the BGP process learns of a route Ri'r via N and with color C

a local policy at node H authorizes the on-demand SR Policy path
instantiation and maps the color to a dynanmic SR Policy path
optinization tenpl ate.

Miul tiple Colors

When a BGP route R'r via N has multiple extended-color comunities C
(with i=1 ... n), an individual on-demand SR Policy dynam c path
request (endpoint N, color CG) is triggered for each color G

8. 6.

Per - Fl ow St eering

Let us assune that headend H

(0]

(0]

has a valid SR Policy P1 to (endpoint = N, color = Cl) of SIDList
<Sl1, S2, S3> and BSID B1.

has a valid SR Policy P2 to (endpoint = N, color
<S4, S5, S6> and BSI D B2.

is configured to instantiate an array of paths to N where the
entry O is the IG path to N, color Cl is the first entry and
Color C2 is the second entry. The index into the array is called
a Forwarding Cass (FC. The index can have values 0 to 7

is configured to match flows in its ingress interfaces (upon any
field such as Ethernet destination/source/vlan/tos or IP
destination/source/ DSCP or transport ports etc.) and col or them
with an internal per-packet forwarding-class variable (0, 1 or 2
in this exanple).

C2) of SID-List

all these conditions are net, Hinstalls in R B/FIB

N via a recursion on an array A (instead of the immedi ate out goi ng
link associated with the I GP shortest-path to N)

Entry A(0) set to the immediate outgoing link of the | GP shortest-
path to N
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o Entry A(1l) set to SR Policy P1 of BSID=Bl.
o Entry A(2) set to SR Policy P2 of BSID=B2

H receives three packets K, Kl and K2 on its incomng interface.
These three packets either longest-nmatch on Nor nore likely on a
BGP/ service route which recurses on N H colors these 3 packets
respectively with forwarding-class 0, 1 and 2. As a result:

o Hforwards K along the shortest-path to N (which in SR MPLS
results in the pushing of the prefix-SID of N).

0 H pushes <S1, S2, S3> on packet Kl and forwards the resulting
frame along the shortest-path to SI1.

0 H pushes <S4, S5, S6> on packet K2 and forwards the resulting
frane along the shortest-path to $4.

If the local configuration does not specify any explicit forwarding
information for an entry of the array, then this entry is filled with
the same information as entry O (i.e. the I GP shortest-path).

If the SR Policy mapped to an entry of the array becones invalid,
then this entry is filled with the sane information as entry 0. When
all the array entries have the sanme information as entry0, the
forwarding entry for Nis updated to bypass the array and point
directly to its outgoing interface and next-hop

The array index values (e.g. 0, 1 and 2) and the notion of
forwardi ng-cl ass are inplenentation specific and only meant to
descri be the desired behavior. The sane can be realized by other
nmechani sns.

This realizes per-flow steering: different flows bound to the sane
BGP endpoint are steered on different 1GP or SR Policy paths.

8.7. Policy-based Routing
Finally, headend H may be configured with a |ocal routing policy
whi ch overrides any BGP/ I GP path and steer a specified packet on an
SR Policy. This includes the use of mechanisms |ike | GP Shortcut for
automatic routing of 1GP prefixes over SR Policies intended for such
pur pose.

8.8. (Optional Steering Mdes for BGP Destinations

8.8.1. Color-Only BGP Destination Steering
In the previous section, it is seen that the steering on an SR Policy

is governed by the matching of the BGP route’s next-hop N and the
aut horized color Cwith an SR Policy defined by the tuple (N, ©
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This is the nost likely formof BGP destination steering and the one
recommended for npst use-cases.

This section defines an alternative steering nechani sm based only on
the col or.

This color-only steering variation is governed by two new flags "C'
and "O' defined in the color extended community [ref draft-ietf-idr-
segnment-routing-te-policy section 3].

The Color-Only flags "CO' are set to 00 by default.
When 00, the BGP destination is steered as foll ows:
IF there is a valid SR Policy (N, C where Nis the IPv4 or |Pv6

endpoi nt address and Cis a color;
Steer into SR Policy (N, O;
EL SE;
Steer on the IGP path to the next-hop N

This is the classic case described in this docunent previously and
what is recommended in nost scenari os.

When 01, the BGP destination is steered as foll ows:
IF there is a valid SR Policy (N, C where Nis the IPv4 or |Pv6

endpoi nt address and Cis a color;
Steer into SR Policy (N, O;
ELSE IF there is a valid SR Policy (null endpoint, C of the
same address-famly of N
Steer into SR Policy (null endpoint, C);
ELSE IF there is any valid SR Policy
(any address-famly null endpoint, O);
Steer into SR Policy (any null endpoint, C);
EL SE;
Steer on the IGP path to the next-hop N

When 10, the BGP destination is steered as foll ows:

IF there is a valid SR Policy (N, C where Nis an |Pv4d or |Pv6
endpoi nt address and Cis a color;
Steer into SR Policy (N, O;
ELSE IF there is a valid SR Policy (null endpoint, O
of the sane address-famly of N,
Steer into SR Policy (null endpoint, O;
ELSE IF there is any valid SR Policy
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(any address-famly null endpoint, C)
Steer into SR Policy (any null endpoint, O;
ELSE IF there is any valid SR Policy (any endpoint, C
of the sane address-fanily of N
Steer into SR Policy (any endpoint, O);
ELSE IF there is any valid SR Policy
(any address-fanily endpoint, C
Steer into SR Policy (any address-famly endpoint, O);
ELSE;
Steer on the IGP path to the next-hop N

The null endpoint is 0.0.0.0 for IPv4 and ::0 for IPv6 (all bits set
to the 0 val ue).

The value 11 is reserved for future use and SHOULD NOT be used. Upon
reception, an inplenentations MJST treat it |ike 00.

8.8.2. Miltiple Colors and CO fl ags

The steering preference is first based on hi ghest col or value and
then CO dependent for the color. Assuming a Prefix via (NH,
Cl(CO=01), C2(CO=01)); Cl1>C2 The steering preference order is:

SR policy (NH, Cl).
SR policy (null, C1).
SR policy (NH, C2).
SR policy (null, C2).
I GP to NH

OO0Oo0o0oo

8.8.3. Drop upon Invalid

Thi s docunent defined earlier that when all the follow ng conditions
are net, Hinstalls Rr in RRB/FIB with next-hop = SR Policy P of
BSID B instead of via N

0 Hlearns a BGP route R/r via next-hop N, extended-col or conmunity
C and VPN | abel V.

0 Hhas avalid SR Policy Pto (endpoint = N, color = C of SIDList
<S1, S2, S3> and BSID B

o0 H has a BGP policy which matches on the extended-col or comunity C
and allows its usage as SLA steering information.

Thi s behavior is extended by noting that the BGP policy may require
the BGP steering to always stay on the SR policy whatever its
validity.

This is the "drop upon invalid" option described in section 10.2
appl i ed to BGP-based steering.
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9. Protection
9.1. Leveraging TI-LFA local protection of the constituent | GP segnents

I n any topol ogy, Topol ogy-Independent Loop Free Alternate (TI-LFA)
[1-D. bashandy-rt gwg-segnent-routing-ti-Ifa] provides a 50nsec |oca
protection technique for IGP SIDs. The backup path is conputed on a
per I GP SID basis along the post-convergence path.

In a network that has deployed TI-LFA, an SR Policy built on the
basis of TI-LFA protected | GP segnents | everages the local protection
of the constituent segnents.

In a network that has deployed TI-LFA, an SR Policy instantiated only
with non-protected Adj SIDs does not benefit fromany |oca
protection.

9.2. Using an SR Policy to locally protect a |ink

Figure 1: Local protection using SR Policy

An SR Policy can be instantiated at node 2 to protect the |ink 2to6
A typical explicit SIDIlist would be <3, 9, 6>

A typical use-case occurs for links outside an I GP domain: e.g. 1, 2,
3 and 4 are part of |1GP/SR sub-domain 1 while 6, 7, 8 and 9 are part
of 1GP/ SR sub-domain 2. 1In such a case, links 2to6 and 3t 09 cannot
benefit from TlI-LFA autonmated | ocal protection

9.3. Using a Candidate Path for Path Protection

An SR Policy allows for nultiple candi date paths, of which at any
point intime there is a single active candidate path that is
provisioned in the forwardi ng pl ane and used for traffic steering.
However, another (lower preference) candi date path MAY be desi gnated
as the backup for a specific or all (active) candidate path(s). Such
a backup candidate path is generally disjoint fromthe active

candi dat e pat h.

The headend MAY conpute a-priori and validate such backup candi date

paths as well as provision theminto forwarding plane as backup for
the active path. A fast re-route nechani sm MAY then be used to
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10.

11.

12.

13.

13.

13.

trigger sub 50nmsec switchover fromthe active to the backup candi date
path in the forwardi ng plane. Mechanisns |ike BFD MAY be used for
fast detection of such failures.

Security Considerations

Thi s docunent does not define any new protocol extensions and does
not inpose any additional security chall enges.

| ANA Consi der ati ons
Thi s docunent has no actions for | ANA
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