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Abstract

Segnent Routing (SR) allows a headend node to steer a packet fl ow
along any path. Internediate per-flow states are elimnated thanks
to source routing. The headend node steers a flow into an SR Policy.
The header of a packet steered in an SR Policy is augnented with the
ordered list of segnents associated with that SR Policy. This
docunent details the concepts of SR Policy and steering into an SR
Pol i cy.

Requi renment s Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
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I ntroduction
Segnment Routing (SR) allows a headend node to steer a packet flow
al ong any path. Internediate per-flow states are elimnated thanks

2

to source routing [I-D.ietf-spring-segnment-routing].

The headend node is said to steer a flow into an Segnment Routing

Policy (SR Policy).

The header of a packet steered in an SR Policy is augnented with the

ordered list of segnents associated with that SR Policy.

This docunent details the concepts of SR Policy and steering into an
SR Policy. These apply equally to the MPLS and SRv6 instantiations

of segnent routing.

For reading sinplicity, the illustrations are provided for the MPLS

i nstanti ati ons.

SR Traffic Engineering Architecture
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Figure 1: SR Policy architecture

The Segnent Routing Traffic Engineering (SRTE) process installs a
Segnent Routing Policy (SR Policy) in the forwarding plane (FlIB)

An SR policy is represented in FIB as a BSID keyed entry with the
action of steering the packets matching this entry to the selected
path of the SR Policy.

For a given SR policy, the SRTE process MAY |earn nultiple candidate
paths fromdifferent sources: NETCONF with OpenConfig or YANG nodel
(work in progress), PCEP [I-D.ietf-pce-pce-initiated-1sp], |oca
configuration or BGP [I-D.previdi-idr-segnment-routing-te-policy].

The SRTE process selects the best candidate path and installs it in
FI B.

R — B +
| BG>-LS| | IG |
S — B +
\
S + oo +
| SRTE |--| NETCONF|
R — T +

Fi gure 2: Topol ogy/link-state database architecture
The SRTE process naintains an SRTE dat abase (SRTE-DB).
The SRTE-DB is multi-domain capable.

The attached donmi n topol ogy MAY be learned via | GP, BGP-LS or
NETCONF.

Filsfils, et al. Expi res August 22, 2017 [ Page 4]



Internet-Draft SR Pol i cy/ SR-Policy February 2017
A non-attached (renote) domain topology MAY be | earned via BGP-LS or
NETCONF.

In sone use-cases, the SRTE-DB may only contain the attached donmain
topol ogy while in others, the SRTE-DB nmay contain the topol ogy of
mul ti pl e donai ns.

3. SR Policy
An SR Policy is identified through the follow ng tuple:

0 The head-end where the policy is instantiated/inplenented.
0 The endpoint (i.e.: the destination of the policy).

o0 The color (an arbitrary nunerical value).

At a given head-end, an SR Policy is fully identified by the <col or
endpoi nt > tupl e.

An endpoi nt can be specified as an | Pv4 or | Pv6 address.
An SR Policy contain contains one or nore candi date pat hs.

An SR Policy instantiates one single path in RIB/FIB: i.e. the
sel ected path anong the candi date paths

A candidate path is either dynamc or explicit.

A dynanic path expresses an optinization objective and a set of
constraints. The headend conputes a solution to the optim zation
problem as a Segnent ldentifier (SID) list or a set of SID Ilists.
When t he headend does not have enough topol ogical information (e.g.
mul ti-domain problem, the headend may del egate the conputation to a
PCE. Wenever the network situation changes, the path is reconputed.

An explicit path is a SIDIlist or a set of SID lists.

A candidate path has a preference. |f not specified, the default
preference is 100.

A candidate path is associated with a single Binding SID (BSID).

A candidate path is valid if it is usable. A common path validity
criterion is the reachability of its constituent SIDs. The
validation rules are defined in a later section

A Path is selected (i.e. it is the best path of the policy) when it

is valid and its preference is the best (highest value) anong all the
paths of the SR Policy.
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Whenever a new path is learned or the validity of an existing path
changes or an existing path is changed, the selection process nmust be
r e- execut ed.

A headend may be informed about a path for a policy <col or, endpoint>
by various neans including: |ocal configuration, NETCONF, PCEP or

BGP. The protocol source of the path does not nmatter to the path

sel ection | ogic.

In the vast majority of use-cases known to date, a path is associated
with a single SIDlist and each path of a policy has a different
pr ef erence.

The SIDlist of an SR Policy is the SIDIist of its selected path.
The BSID of an SR Policy refers to its sel ected path.

In all the use-cases known to date, all the paths associated with a
given policy have the sane BSID. One may thus assune that in
practice a policy has a stable BSID that is independent of the

sel ected path changes and this BSID is an identification of a policy.
However, one should know that a BSI D MAY change over the life of an
SR Policy and the true identification of a policy is the tuple
<headend, endpoint, col or>.

An SR Policy <color, endpoint> is active at a headend as soon as this
head- end knows about a valid path for this policy.

An active SR Policy installs a BSID keyed entry in the forwarding
plane with the action of steering the packets matching this entry to
the SIDlist of the SR Policy.

If a set of SIDIists is associated with the selected path of the
policy, then the steering is flow and WECMP based according to the
relative weight of each SID I|ist.

In summary, the information nodel is the follow ng:

SR policy FOO
pat h 200 (sel ected)
BSI D1
Weight W, SID listl: SID11... Sl Dli
Weight W2, SID list2: SID21... Sl D2j
pat h 100 (sel ected)
BSI D2
Weight W8, SID list3: SID31...SlID3i
Weight WA, SID list4: SID41... Sl D4j
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In general BSDIn = BSIDL = BSID2 ..
4. SID List

The segnent list (SIDIist) includes segnents of different types (1
to 8) and an optional weight value that is used for WECW

The followi ng segnment types are defined:

Type 1: SIDonly, in the formof MPLS Label

Type 2: SIDonly, in the formof |Pv6 address.

Type 3: |1Pv4 Node Address with optional SID

Type 4: 1Pv6 Node Address with optional SID

Type 5: |1Pv4 Address + index with optional SID

Type 6: |1Pv4 Local and Renote addresses with optional SID.
Type 7: |1Pv6 Address + index with optional SID

Type 8: |1Pv6 Local and Renote addresses with optional SID.

The optional SID can be an MPLS | abel (SR applied to the MPLS
dat apl ane) or an IPv6 SID (SRv6, SR applied to the |IPv6 datapl ane).

When building the MPLS | abel stack or the IPv6 Segnent list fromthe
Segnent List, the node instantiating the policy MJST interpret the
set of Segnments as foll ows:

o The first Segment represents the topnost |abel or the first |Pv6
segment. It identifies the first segnent the traffic will be
directed toward along the SR explicit path.

0 The last Segnent represents the bottommost |abel or the |ast | Pv6
segnent the traffic will be directed toward along the SR explicit
pat h.

A SIDIist is represented as <S1, S2, ... Sn> where Sl is the first
SI D.

4.1. Explicit Nul
A Type 1 SID may be any MPLS | abel, including reserved | abels.

For exanple, assuming that the desired traffic-engineered path froma
headend 1 to an endpoint 4 can be expressed by the SID Iist <16002
16003, 16004> where 16002, 16003 and 16004 respectively refer to the
| Pv4 Prefix SIDs bound to node 2, 3 and 4, then IPv6 traffic can be
traffic-engineered fromnodes 1 to 4 via the previously described
path using an SRTE Policy with SID |ist <16002, 16003, 16004, 2>
where npls | abel value of 2 represents the "I Pv6 Explicit NULL Label
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6

6

6

The penul ti mate node before node 4 will pop 16004 and will forward
the frame on its directly connected interface to node 4.

The endpoint receives the traffic with top | abel "2" which indicates
that the payload is an | Pv6 packet.

SR Policy Milti-Domai n Dat abase

A headend can learn an attached domain topology via its I1GP or a BGP-
LS session. A headend can learn a non-attached domain topology via a
BGP- LS session

A headend collects all these topologies in the SR TE database (SRTE-
DB)

The SRTE-DB is multi-domai n capable.

In sone deploynents, the SRTE-DB rmay only contain the attached donmain
topol ogy while in others, the SRTE-DB may contain the topol ogy of
mul ti pl e domai ns.

Qper ati ons
1. WECW

Packets steered to an SR Policy (i.e. toits BSID either via presence
in the packet header as active segment or via FIB recursion) are

| oad- bal anced on a wei ghted basis anong the SID lists associated with
the selected path of the SR Policy.

The fraction of the flows associated with a given SIDIist is w Sw
where wis the weight of the SIDIlist and Swis the sumof the
weights of the SIDIists of the selected path of the SR Policy.

The accuracy of the weighted | oad-bal anci ng depends on the platform

i mpl enent ati on.
2. Path Validation

A SIDList is invalid as soon as:

o It is enpty.

0 The headend is unable to resolve the first SID into one or nore
out goi ng interface(s) and next-hop(s).

o The headend is unable to resolve any non-first SID of type 3-to-8
into an MPLS | abel or an SRv6 SID
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6. 3.

7

7

1.

Unreachabl e means that the headend has no path to the SIDin its
SRTE- DB

In nmulti-domain deploynents, it is expected that the headend be
unable to verify the reachability of the SIDs in renote donains.
Types 1 and 2 MJST be used for the SIDs for which the reachability
cannot be verified. Note that the first SID nust always be reachabl e
what ever is type

A Path is invalid as soon as it has no valid SID |ist.

The headend of an SR Policy updates the validity of a SID Iist upon
net wor k t opol ogi cal change.

A path of an SR Policy is invalid when all its SIDlists are invalid.
An SR Policy is invalid when all its paths are invalid.
Fast Convergence
Upon topol ogi cal change, many policies could be reconputed. An
i npl ementati on MAY provide a per-policy priority field. The operator
MAY set this field to indicate in which order the policies should be
re-conputed. Such a priority my be represented by an integer in the
range [0, 254] where the | owest value is the highest priority.
Bi nding SID

Benefits
The Binding SID (BSID) is fundamental to Segment Routing. It

provi des scaling, network opacity and service independence.

A---DCl1----C---D---E---DCI 3---H

/ [ [ \
S [ [ z

\ | /

B---DCl 2----F-nnmnnn-- G ---Dd 4---K
<==DCl==>< Cor e ><==pPC2==>

Figure 3: A Sinple Datacenter Topol ogy

A simplified illustration is provided on the basis of the previous

di agram where we assune that S, A B, Data Center Interconnect DCl1
and DCl 2 share the same | GP-SR instance in the data-center 1 (DCl).
D1, DClI2, C, D E F, G DC 3 and DCl 4 share the same | GP- SR domain
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in the core. DCI3, DCl4, H K and Z share the sane | GP-SR donmin in
the data-center 2 (DC2).

In this exanple, we assune no redistribution between the IG” s and no
presence of BGP. The inter-domain comunication is only provided by
SR t hrough SR Polici es.

The latency fromS to DCI1 equals to DCl2. The latency fromZ to
DCI 3 equals to DCl4. Al the intra-DC |inks have the sane IGP netric
10.

The path DCI1, C, D, E, DCI3 has a lower latency and | ower capacity
than the path DCI2, F, G DCl 4

The 1GP netrics of all the core links are set to 10 except the |inks
D-E which is set to 100

A lowlatency nulti-domain policy fromS to Z may be expressed as
<DCl 1, BSID, Z> where:

o DCI1is the prefix SID of DC 1.

o BSIDis the Binding SID bound to an SRTE policy <D, D2E, DCl 3>
instantiated at DCl 1.

0 Zis the prefix SID of Z

Wthout the use of an internmediate core SR Policy (efficiently
summari zed by a single BSID), S would need to steer its |owlatency
flowinto the policy <DCl1, D, D2E, DCI 3, Z>

The use of a BSID (and the internediate bound SR Policy) decreases
t he nunber of segments inposed by the source

A BSID acts as a stable anchor point which isol ates one domain from
the churn of another domain. Upon topol ogy changes within the core
of the network, the lowlatency path fromDCl 1 to DCl 3 nay change.
While the path of an internediate policy changes, its BSID does not
change. Hence the policy used by the source does not change, hence
the source is shielded fromthe churn in another domain.

A BSID provides opacity and i ndependence between domains. The

adm nistrative authority of the core donain nmay not want to share

i nformati on about its topology. The use of a BSID all ows keeping the
service opaque. S is not aware of the details of how the | owl atency
service is provided by the core domain. S is not aware of the need
of the core authority to tenporarily change the internedi ate path.
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7.2. Allocation

There are three approaches to allocate a BSIDto an SR Policy: all
the paths have no explicit BSID (called dynam c allocation), all the
pat hs have the sane explicit BSID (explicit allocation) and finally a
nm x of paths with and without explicit BSID (generic allocation).

In practice, all the use-cases seen to-date either use the explicit
all ocation or the dynam c allocation. The explicit allocation is
nost-of ten associated with controller-instantiated SR Policies. The
dynanmic allocation is nost-often associated with router-based on-
demand SR Poli ci es.

7.2.1. Dynamic BSID All ocation
No path of the SR Policy have a specified BSID

In such a case, the SR-TE i nplenentation allocates a SIDto the SR
Policy and keeps it along the whol e exi stence of the policy.

In the case of SR-MPLS, the SR-TE i npl enentation binds a | oca
dynanmic |label in the same way LDP, RSVP-TE or BGP woul d do.

7.2.2. Explicit BSID All ocation

Al'l the paths of the SR Policy have the sane specified BSID, with the
same behavioral preference in case this specified BSID is not
avai | abl e.

If the specified BSID is available, then it is bound to the SR Policy
and used al ong the existence of the policy.

If the specified BSID is not available, then a SYSLOG NETCONF nessage
is generated and if the preferred behavior is to fall-back on the
dynanic allocation, then the dynam c allocation is perforned.

If the specified BSID is not avail able and the operator-requested
behavior is to not fall-back on the dynam c allocation, then a
SYSLOG NETCONF nessage is generated and the SR Policy does not
install any BSID entry in the forwardi ng pl ane.

A later section will explain how controllers can discover the |oca

SI Ds available at a node N so as to pick an explicit BSID for a SR
Policy to be instantiated at headend N
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7.2.3. Generic BSID All ocation

This section details the BSID allocation when a policy is nade of
paths with different BSID all ocation behaviors (e.g. mx of paths
with and without an explicit BSID, potentially with different
explicit BSIDs).

When the selected path has a specified BSID, the SR Policy uses that
BSIDif this value (label in MPLS, |1Pv6 address in SRv6) is available
(i.e. not associated with any other usage: e.g. to another MPLS
client, to another SID, to another SR Policy).

If the selected path’s BSID is not available, then the SR Policy
keeps the previous BSID. |If the SR Policy did not have a previous
BSID, then the SR Policy dynamically binds a BSIDto itself.

Note that a path nmay request that only its specified BSID be used.
In that case, if that BSIDis not available and that path is active,
then no BSID is bound to the policy and a SYSLOE NETCONF i s
triggered. 1In this case, the SR Policy does not install any entry

i ndexed by a BSID in the forwardi ng pl ane.

When an SR Policy has nmultiple multiple valid paths with the best
preference but with different BSIDs, it is left to the inplenmentation
to decide which BSIDto install. This case is unlikely in practice
for two reasons. First, all known use-cases share the same BSID
across all the paths of a given SR Policy. Second, all known use-
cases have a different preference for each path. Hence in practice a
single path will be active and with a stable BSID on a per-policy

basi s.

8. Centralized Discovery

This section explains how controllers can discover the |ocal SIDs
avail able at a node N so as to pick an explicit BSID for a SR Policy
to be instantiated at headend N

Any controller can discover the followi ng properties of a node N
(e.g. via BGP-LS, NETCONF etc.):

0 its local Segnment Routing Label Block (SRLB)

o its local topology.

0 its topology-related SIDs (Adj SID and EPE SI D).

0o its SR Policies and their BSID
([I-D.ietf-idr-te-Isp-distribution]).

Any controller can thus infer the available SIDs in the SRLB of any
node.
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As an exanple, a controller discovers the follow ng characteristics
of N. SRLB [4000, 8000], 3 Adj SIDs (4001, 4002, 4003), 2 EPE SIDs
(4004, 4005) and 3 SRTE policies (whose BSIDs are respectively 4006
4007 and 4008). This controller can deduce that the SRLB sub-range
[4009, 5000] is free for allocation.

Li kel y, the next question is: how do we ensure that different
controllers do not pick the sane available SID at the sane tine for
different SR Poli cies.

Clearly, a controller is not restricted to use the next nunerically
available SID in the avail able SRLB sub-range. It can pick any |abe
in the subset of available labels. This random pick make the chance
for a collision unlikely.

An operator could also sub-allocate the SRLB between different
controllers (e.g. [4000-4499] to controller 1 and [4500-5000] to
controller 2).

Inter-controll er state-synchronization nay be used to avoi d/ detect
collision in BSID

Al'l these techniques nake the likelihood of a collision between
different controllers very unlikely.

In the unlikely case of a collision, the controllers will detect it

t hrough SYSLOE NETCONF, BGP-LS reporting
([I-D.ietf-idr-te-Isp-distribution]) or PCEP notification. They then
have the choice to continue the operation of their SR Policy with the
dynanically allocated BSID or re-try with another explicit pick

Note: in deploynents where PCE Protocol (PCEP) is used between head-
end and controller (PCE), a head-end can report BSID as well as
policy attributes (e.g., type of disjointness) and operational and
adm nistrative states to controller. Simlarly, a controller can

al so assign/update the BSID of a policy via PCEP when instantiating
or updating SR Policy.

9. Dynamic Path

A dynanic path is a path that expresses an optim zation objective and
constraints.

The headend of the policy is responsible to conpute a SID I|ist
("solution SIDIlist") that fits this optim zation problem The
headend is responsible for conputing the solution SIDIist any tine
the inputs to the problem change (e.g. topol ogy changes).
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9.1. Optim zation Objective
We define two optim zation objectives:

0 Mn-Metric - requests conputation of a solution SID list optinized
for a selected netric.

0 Mn-Metric with margi n and nmaxi mum nunber of SIDs - Mn-Metric
with two changes: a margin of by which two paths with sinlar
metrics would be considered equal, a constraint on the max nunber
of SIDs inthe SIDIist.

The "M n-Metric" optimzation objective requests to conpute a
solution SID list such that packets flow ng through the solution SID
list use ECMP-aware paths optim zed for the selected nmetric. The
"Mn-Metric" objective can be instantiated for the I1GP netric xor the
TE netric xor the latency extended TE netric. This netric is called
the Onetric (the optimzed netric) to distinguish it fromthe |IGP
metric. The solution SIDIist nust be conputed to mininize the
number of SIDs and the nunber of SID lists.

If the selected Onetric is the IGP netric and the headend and
tailend are in the sane | GP donain, then the solution SIDIlist is
made of the single prefix-SID of the tailend.

When the selected Onetric is not the 1GP nmetric, then the solution
SIDIlist is made of prefix SIDs of internediate nodes, Adjacency SIDs
along internediate |inks and potentially BSIDs of internediate
pol i ci es.

In many deploynments there are insignificant netric differences

bet ween nostly equal path (e.g. a difference of 100 usec of |atency
between two paths from NYC to SFO woul d not matter in nbst cases).
The "M n-Metric with margi n® objective supports such requirenent.

The "M n-Metric with margi n and naxi nrum nunber of SIDs" optim zation
obj ective requests to conpute a solution SID list such that packets
flowi ng through the solution SID list do not use a path whose

cumul ated O netric is larger than the shortest-path O netric +

mar gi n.

If this is not possible because of the nunber of SIDs constraint,

then the solution SIDIist mninmzes the Onmetric while nmeeting the
maxi mum nunber of SID constraints.
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9.

9.

2

3.

Constraints
The follow ng constraints can be defined:

I ncl usi on and/or exclusion of TE affinity.

I ncl usi on and/ or exclusion of |P address.

I ncl usi on and/ or excl usion of SRLG

I ncl usi on and/ or excl usion of adm n-tag.

Maxi mum accurnul ated netric (1 G, TE and | atency).

Maxi mum nunber of SIDs in the solution SID |ist.

Maxi mum nunber of weighted SIDIlists in the solution set.
Diversity to another service instance (e.g., link, node, or SRLG
di sjoint paths originating fromdifferent head-ends).

OO0OO0OO0O0OO0OO0OOo

SR Native Al gorithm
R R R R T T 3

[\ /

| \ /

I e S 7

|\ Il

| Fommmeee - 6----------- +
e 9

Figure 4: Illustration used to describe SR native algorithm

Let us assunme that all the links have the sane |G netric of 10 and
| et us consider the dynanic path defined as: Mn-Metric(from1, to 3,
IGP nmetric, margin 0) with constraint "avoid link 2-to-3"

A classical circuit inplementation would do: prune the graph, conpute
the shortest-path, pick a single non-ECVMP branch of the ECWVP-aware
shortest-path and encode it as a SIDlist. The solution SID |ist
woul d be <4, 5, 7, 3>

An SR-native algorithmwould find a SIDIlist that mnimzes the
nunber of SIDs and maxinze the use of all the ECVP branches al ong
the ECVP shortest path. In this illustration, the solution SID Ii st
woul d be <7, 3>.

In the vast majority of SR use-cases, SR-native algorithns should be
preferred: they preserve the native ECMP of IP and they mnimze the
dat apl ane header over head.
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In some specific use-case (e.g. TDMmigration over |P where the
circuit notion prevails), one nmay prefer a classic circuit
comput ation foll owed by an encoding into Sl Ds.

SR-native algorithns are a | ocal node behavior and are thus outside
the scope of this docunent.

9.4. Path to SID

Let us assune the bel ow di agram where all the links have an | GP
metric of 10 and a TE netric of 10 except the |ink AB which has an
IGP netric of 20 and the link AD which has a TE netric of 100. Let
us consider the min-metric(fromA, to D, TE metric, margin 0).

B---C
([
A---D
Figure 5: Illustration used to describe path to SID conversion

The solution path to this problemis ABCD.

This path can be expressed in SlIDs as $#60; B, D$#62; where B and D
are the 1GP prefix SIDs respectively associated with nodes B and D in
t he di agram

Indeed, fromA, the IGP path to Bis AB (IGP metric 20 better than
ADCB of IGP nmetric 30). FromB, the IGP path to Dis BCD (IGP netric
20 better than BAD of I1GP netric 30).

While the details of the algorithmremain a | ocal node behavior, a
hi gh-1 evel description follows: start at the headend and find an I GP
prefix SID that |eads as far down the desired path as possible

(wi thout using any link not included in the desired path). If no
prefix SID exists, use the Adj SIDto the first nei ghbor along the
path. Restart fromthe node that was reached

9.5. PCE Conputed Path

A local computation should be preferred whenever possible. Wen

| ocal computation is not possible (e.g., a policy's tail-end is
out si de the topol ogy known to the head-end), the head-end may send
pat h conputation request to a PCE supporting PCEP extension specified
in[lI-D.ietf-pce-segnent-routing].
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10.

10.

10.

10.

10.

11.

11.

Signaling Paths of an SR Policy to a Head-end

A headend H can be inforned about a path for an SR policy (endpoint,
color) via several neans: BGP, PCEP, CLI, netconf.

W renmind that the selection of the best path for a policy is
i ndependent of the protocol source of the path.

1. BGP

Pl ease refer to [I-D. previdi-idr-segnent-routing-te-policy]
2. PCEP

Pl ease refer to [I-D.ietf-pce-pce-initiated-|sp]

3. NETCONF

Operator MUST be able to install policy via NETCONF with OpenConfi g/
YANG nodel s (work in progress).

4. CLI
Operator MJST be able to install policy via CLI
Steering into an SR Policy
A headend can steer a packet flow on an SR Policy in various ways:

o |Incomi ng packets have an active SID matching a local BSID at the
head- end.

o |Incom ng packets match a BGP/ Service route which recurses on the
BSID of a local policy.

0 |Incom ng packets match a BGP/ Service route which recurses on an
array of paths to the BGP nhop where sone of the paths in the
array are local SR Policies.

0 |Incom ng packets match a routing policy which directs themon a
| ocal SR policy.

For sinplicity of illustration, we will use the SR-MPLS exanpl e.
1. Incoming Active SIDis a BSID

Let us assune that headend H has a local SR Policy P of SID list <S1,
S2, S3> and BSID B.
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11.

When H receives a packet with | abel stack <B, L2, L3> H pops B and
pushes <S1, S2, S3>. H sends the resulting packet with | abel stack
<Sl1l, S2, S3, L2, L3> along the path to S1.

H has steered the packet in the policy P

H did not have to classify the packet. The classification was done
by a node upstreamof H (e.g. the source of the packet or an

i ntermedi ate i ngress edge node of the SR domain) and the result of
this classification was efficiently encoded in the packet header as a
BSI D.

This is another key benefit of the segment routing in general and the
binding SIDin particular: the ability to encode a classification and
the resulting steering in the packet header such as to better scale
and sinplify internedi ate aggregati on nodes.

2. Recursion on a BSID
Let us assune that headend H

0 learns about a BGP route R'r via next-hop N, extended-col or
community C and | abel V.

o has a local SR Policy P to (endpoint = N, color = C) of SIDIist
<S1, S2, S3> and BSID B

o has a local BGP policy which matches on the extended-col or
community C and allows its usage as an SR-TE SLA steering
i nformation.

In such a case, Hinstalls R'r in RRB/FIB with next-hop = B (instead

of N).

Indeed, Hs local BGP policy and the received BGP route indicate that
the headend shoul d associate R'r with an SR-TE path to Nwith the SLA
associated with color C. The headend therefore installs the BGP
route on that policy.

This can be inplemented by using the BSID as a generalized nhop and
installing the BGP route on that generalized next-hop

When H receives a packet with a destination matching R'r, H pushes
the | abel stack <Sl1, S2, S3, V> and sends the resulting packet al ong
the path to Sl.

Note that any | abel associated with the BGP route is pushed after the
SID list of the SR Policy.
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11.

11.

3. Recursion on a dynanic BSID

In the previous section, we assunmed that H had a pre-established
"explicit" SR Policy (endpoint N, color C).

In this section, we note that this policy nmay be generated
dynanically by the head-end H upon reception of the BGP route R'r via
Nwith color C

A possible inplenentation has the BGP policy matches on the color C
and triggers an on-dermand | ocal request to the SR-TE process to
instantiate an SR Policy (endpoint N, color C. Color Cis bound to
some optim zation objective and constraints specified in the loca
BGP policy defined for color C Once the related SR Policy is
instantiated, the SR-TE process returns the related BSID to BGP
process which can then installs the BGP route R'r on B

The rest of the explanation is the sane as the previous section
4. An array of BSIDs associated with an | GP entry
Let us assume that head-end H

0o learns about a BGP route R'r via next-hop N and | abel V.

o has a local SR Policy P1 to (endpoint = N, color = C1) of SID list
<S1, S2, S3> and BSID B1.

0o has a local SR Policy P2 to (endpoint = N, color = C2) of SID |ist
<S4, S5, S6> and BSI D B2.

o is configured to instantiate an array of paths to N where the
entry O is the IGP path to N, color Cl1 is the first entry and
Color C2 is the second entry. The index into the array is called
a Forwarding Cass (FC). The index can have values 0 to 7

o is configured to match flows in its ingress interfaces (upon any
field such as Ethernet destination/source/vlan/tos or |IP
destination/source/ DSCP or transport ports etc.) and col or them
with an internal per-packet forwarding-class variable (0, 1 or 2
in this exanple).

In such a case, Hinstalls in RIB/FIB

0 Rr inwth next-hop N (as usual).

o Nvia a recursion on an array A (instead of the inmredi ate outgoi ng
link associated with the I GP shortest-path to N

o Entry A(O) set to the imediate outgoing link of the | GP shortest-
path to N

o Entry A(1l) set to Bl.

o Entry A(2) set to B2
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11.

12.

12.

H receives three packets P, P1 and P2 on its inconming interface. H
colors themrespectively with forwarding-class 0, 1 and 2. As a
result:

0 H pushes <V> on packet P and forwards the resulting frame al ong
the shortest-path to N (which in SR-MPLS results in the pushing of
the prefix-SID of N

0 H pushes <S1, S2, S3, V> on packet P1 and forwards the resulting
frane along the shortest-path to Sl.

0 H pushes <S4, S5, S6, V> on packet P2 and forwards the resulting
frane along the shortest-path to $4.

If the local configuration does not specify any explicit forwarding
information for an entry of the array, then this entry is filled with
the sane information as entry O (i.e. the I GP shortest-path).

This realizes per-flow steering: different flows bound to the sane
BGP destination R'r are steered on different SR TE pat hs.

5. A Routing Policy on a BSID
Finally, headend H may be configured with a |ocal routing policy
whi ch overrides any BGP/ I GP path and steer a specified fl ow on an SR
Pol i cy.

Optional Steering Mddes for BGP Destinations
1. Color-Only BGP Destination Steering
In the previous section "Recursion on a BSID', we have seen that the
steering on an SR Policy is governed by the matching of the BGP
route’s next-hop N and the authorized color Cwith a local SR Policy

defined by the tuple (N, O.

This is the nost likely formof BGP destination steering and the one
we recommend.

In this section, we define an alternative steering nmechani sm based
only on the color

This color-only steering variation is governed by two new flags "C'
and "O' defined in the col or extended comunity.

The Color-Only flags "CO' are set to 00 by default.

When 00, the BGP destination is preferably steered onto a valid SR
Policy (N, C© where Nis an |IPv4/6 endpoint address and Cis a color
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12.

13.

13.

value else it is steered on the IGP path to the next-hop N. This is
the classic case we descri bed before and that we recommend.

When 01, the BGP destination is preferably steered onto a valid SR
Policy (N, C) else onto a valid SR Policy (null endpoint, C) else on
the IGP path to the next-hop N

When 10, the BGP destination is preferably steered onto a valid SR
Policy (N, C) else onto a valid SR Policy (null endpoint, C) else on
any valid SR Policy (any endpoint, C) else on the IGP path to the
next - hop N.

The null endpoint is 0.0.0.0 for I1Pv4 and ::0 for IPv6 (all bits set
to the 0 val ue).

When 11, it is treated |ike 00.
2. Drop on Invalid

The | ocal BGP policy authorizing the use of an extended col or
community steering on an SR policy may specify that if the related SR
Pol i cy beconmes invalid then the related BSID should remain in R B/ FIB
and point to null 0 (drop any packet recursing on that BSID).

Recal | that, by default, for a BGP route R'r via next-hop Nwith

ext ended- col or conmunity C, when the SR Policy (N, C) becones
invalid, then BG® re-installs R'r in RRB/FIB via N (the IGP path to

N) .
Mul ti point SR Policy
1. Spray SR Policy

A Spray SR-TE policy is a variant of an SR-TE policy which involves
packet replication.

Any traffic steered into a Spray SR Policy is replicated along the
SIDIlists of its selected path.

In the context of a Spray SR Policy, the selected path SHOULD have
nmore than one SIDIist. The weights of the SIDIlists is not
applicable for a Spray SR Policy. They MJST be set to 1.

Li ke any SR policy, a Spray SR Policy has a BSID instantiated into
the forwarding pl ane.

Traffic is typically steered into a Spray SR Policy in two ways:
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14.

15.

16.

17.

o local policy-based routing at the headend of the policy.
o renote classification and steering via the BSID of the Spray SR
Pol i cy.

Reporting SR Policy

Stateful PCEP ([I-D.ietf-pce-stateful-pce] and

[I-D.sivabal an- pce-bi ndi ng-1 abel -si d] provides an ability for head-
end to report BSID, attributes, and operational/adm nistrative
states. Using this protocol, a PCE can al so update an existing SR
Pol i cy whose path conputation is delegated to it as well as
instantiate new SR Policy on a head-end.

BGP-LS reports an SR Policy via ([I-D.ietf-idr-te-Isp-distribution]
Work in Progress

0 Open configuration nodel.
0 Yang nodel .

Acknowl edgenent

Nor mat i ve Ref er ences

[ G.OBECOM
Filsfils, C., Nainar, N, Pignataro, C., Cardona, J., and
P. Francois, "The Segnent Routing Architecture, |EEE
A obal Communi cations Conference (GLOBECOM ", 2015.

[I-Dietf-idr-te-1sp-distribution]
Previdi, S., Dong, J., Chen, M, Gedler, H, and j.
jefftant @mail.com "Distribution of Traffic Engi neering
(TE) Policies and State using BGP-LS", draft-ietf-idr-te-
| sp-distribution-06 (work in progress), January 2017.

[I-D.ietf-isis-segment-routing-extensions]
Previdi, S., Filsfils, C, Bashandy, A, Gedler, H,
Li tkowski, S., Decraene, B., and j. jefftant @nmail.com
"I S-1S Extensions for Segnent Routing", draft-ietf-isis-
segnment -rout i ng- ext ensi ons-09 (work in progress), Cctober
2016.

[I-D.ietf-pce-pce-initiated-Isp]
Crabbe, E., Mnei, |., Sivabalan, S., and R Varga, "PCEP
Extensions for PCE-initiated LSP Setup in a Stateful PCE
Model ", draft-ietf-pce-pce-initiated-Isp-07 (work in
progress), July 2016.

Filsfils, et al. Expi res August 22, 2017 [ Page 22]



Internet-Draft SR Pol i cy/ SR-Policy February 2017

[I-D.ietf-pce-segnent-routing]
Si vabal an, S., Medved, J., Filsfils, C., Crabbe, E. ,
Raszuk, R, Lopez, V., Tantsura, J., Henderickx, W, and
J. Hardw ck, "PCEP Extensions for Segnent Routing", draft-
i etf-pce-segnent-routing-08 (work in progress), Cctober
2016.

[I-D.ietf-pce-stateful-pce]
Crabbe, E., Mnei, |., Medved, J., and R Varga, "PCEP
Extensions for Stateful PCE", draft-ietf-pce-stateful-
pce-18 (work in progress), Decenber 2016.

[I-D.ietf-spring-segment-routing]
Filsfils, C, Previdi, S., Decraene, B., Litkowski, S.,
and R Shakir, "Segnent Routing Architecture", draft-ietf-
spring-segnent-routing-11 (work in progress), February
2017.

[1-D. previdi-idr-segnent-routing-te-policy]
Previdi, S., Filsfils, C, Sreekantiah, A., Sivabalan, S,
Mattes, P., Rosen, E., and S. Lin, "Advertising Segnent
Routing Traffic Engineering Policies in BGP', draft-
previdi-idr-segnent-routing-te-policy-03 (work in
progress), Decenber 2016.

[1-D.sivabal an- pce- bi ndi ng-1 abel - si d]
Sivabalan, S., Filsfils, C, Previdi, S., Tantsura, J.,
Hardw ck, J., and M Nanduri, "Carrying Bi nding Label/
Segnent-1D in PCE-based Networks.", draft-sivabal an-pce-
bi ndi ng-1 abel -sid-02 (work in progress), COctober 2016.

[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate
Requi rement Level s", BCP 14, RFC 2119,
DO 10.17487/ RFC2119, March 1997,
<http://ww.rfc-editor.org/info/rfc2119>.

[SIGCOW] Hartert, R, Vissicchio, S., Schaus, P., Bonaventure, O,
Filsfils, C, Telkanmp, T., and P. Francois, "A Declarative
and Expressive Approach to Control Forwarding Paths in
Carrier-G ade Networks, ACM SI GCOW', 2015.

Aut hors’ Addr esses

Filsfils, et al. Expi res August 22, 2017 [ Page 23]



Internet-Draft SR Pol i cy/ SR-Policy February 2017

Clarence Filsfils

Ci sco Systens, Inc.

Pegasus Parc

De kleetlaan 6a, DI EGEM BRABANT 1831
BELG UM

Email: cfilsfil @isco.com

Si va Si vabal an

Cisco Systens, Inc.

2000 | nnovation Drive
Kanata, Ontario K2K 3E8

Canada

Emai |l : nsiva@i sco. com

Dani el Yoyer

Bel | Canada.

Enai | : dani el . yoyer @ell.ca
Mohan Nandur i

M crosoft Corporation.

One M crosoft Way

Redrmond, WA 98052

USA

Emai | : manduri @i crosoft.com
Steven Lin

Googl e, Inc.

Emai | : stevenli n@oogl e. com
Al ex Bogdanov

Googl e, Inc.

Emai | : bogdanov@oogl e. com

Filsfils, et al. Expi res August 22, 2017 [ Page 24]



Internet-Draft SR Pol i cy/ SR-Policy February 2017
Martin Horneffer
Deut sche Tel ekom
Emai | : martin. horneffer@el ekom de
Francois C ad
Ci sco Systens, Inc.
Emai | : fclad@i sco. com
Dirk Steinberg
St ei nberg Consul ting
Enmai | : dws @t ei nber gnet. net
Bruno Decraene
Orange Busi ness Services
Enai | : bruno. decr aene@r ange. com
St ephane Lit kosky
Orange Busi ness Services

Enmai | : stephane.|itkowski @range. com

Filsfils, et al. Expi res August 22, 2017 [ Page 25]



