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1.

I nt roducti on

An application has an intended usage and demands for transport
services, and the task of any systemthat inplenents TAPS is to offer
these services to its applications, i.e. the applications running on
top of TAPS, without binding themto a particular transport protocol
Currently, the set of transport services that nost applications use
is based on TCP and UDP; this linmts the ability for the network
stack to nake use of features of other protocols. For exanple, if a
protocol supports out-of-order nmessage delivery but applications

al ways assune that the network provides an ordered bytestream then
the network stack can never utilize out-of-order nessage delivery:
doi ng so woul d break a fundanental assunption of the application

By exposing the transport services of multiple transport protocols, a
TAPS system can nake it possible to use these services w thout having
to statically bind an application to a specific transport protocol
The first step towards the design of such a systemwas taken by

[ RFC8095], which surveys a |arge nunmber of transports, and [ TAPS?],
which identifies the specific transport features that are exposed to
applications by the protocols TCP, MPTCP, UDP(-Lite) and SCTP as well
as the LEDBAT congestion control nechanism The present draft is
based on these docunents and follows the sane terninology (also
listed bel ow).

The nunber of transport features of current |ETF transports is |arge,
and exposing all of them has a nunber of disadvantages: generally,
the nore functionality is exposed, the | ess freedoma TAPS system has
to autonate usage of the various functions of its avail able set of
transport protocols. Some functions only exist in one particular
protocol, and if an application would use them this would statically
tie the application to this protocol, counteracting the purpose of a
TAPS system Also, if the nunber of exposed features is exceedingly
| arge, a TAPS system m ght becone very hard to use for an application
programer. Taking [ TAPS2] as a basis, this docunent therefore
develops a minimal set of transport features, renoving the ones that
could be harnful to the purpose of a TAPS system but keepi ng the ones
that rmust be retained for applications to benefit fromusefu
transport functionality.

Applications use a wide variety of APls today. The point of this
docunent is to identify transport features that nust be reflected in
*all* network APIs in order for the underlying functionality to
becone usabl e everywhere. For exanple, it does not help an
application that talks to a mddleware if only the Berkel ey Sockets
APl is extended to offer "unordered nessage delivery". Instead, the
m ddl eware woul d have to expose the "unordered nmessage delivery"
transport feature to its applications (alternatively, there may be
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interesting ways for certain types of mddleware to try to use some
of the transport features that we describe here w thout exposing them
to applications, based on know edge about the applications -- but
this is not the general case). In nost situations, in the interest

of being as flexible and efficient as possible, the best choice wll
be for a mddleware or library to expose all of the transport
features that are recommended as a "mininmal set" here. As an exanple
considering only TCP and UDP, a middleware or library that only
exposes TCP's reliable bytestream cannot make use of UDP (unless it

i npl ements extra functionality on top of UDP) -- doing so could break
a fundamental assunption that applications nake about the data they
send and receive.

Thi s docunment approaches the construction of a mniml set of

transport features in the follow ng way:

1. Categorization: the superset of transport features from [ TAPS2]
is presented, and transport features are categorized for |ater
reducti on.

2. Reduction: a shorter list of transport features is derived from
the categorization in the first step. This renmoves all transport
features that do not require application-specific know edge or
cannot be inplemented with TCP

3. Discussion: the resulting Iist shows a nunber of peculiarities
that are discussed, to provide a basis for constructing the
nm ni mal set.

4. Construction: Based on the reduced set and the discussion of the
transport features therein, a mninmal set is constructed.

2. Term nol ogy

The following ternms are used throughout this docunent, and in
subsequent documents produced by TAPS t hat describe the conposition
and deconposition of transport services.

Transport Feature: a specific end-to-end feature that the transport
| ayer provides to an application. Exanples include
confidentiality, reliable delivery, ordered delivery, message-
versus-stream orientation, etc.

Transport Service: a set of Transport Features, w thout an
association to any given fram ng protocol, which provides a
conpl ete service to an application.

Transport Protocol: an inplenentation that provi des one or nore
different transport services using a specific fram ng and header
format on the wire.
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Transport Service Instance: an arrangenent of transport protocols
with a selected set of features and configuration paraneters that
i npl ements a single transport service, e.g., a protocol stack (RTP
over UDP).

Application: an entity that uses the transport |ayer for end-to-end
delivery data across the network (this nmay al so be an upper |ayer
protocol or tunnel encapsul ation).

Appl i cation-specific know edge: know edge that only applications
have.

Endpoint: an entity that comruni cates with one or nore other
endpoi nts using a transport protocol

Connection: shared state of two or nore endpoints that persists
across nmessages that are transnitted between these endpoints.

Socket: the conbination of a destination |IP address and a
destination port nunber.

3. Step 1: Categorization -- The Superset of Transport Features

Fol | owi ng [ TAPS2], we divide the transport features into two main
groups as follows:
1. CONNECTION rel ated transport features
- ESTABLI SHVENT
- AVAI LABI LI TY
- MAI NTENANCE
- TERM NATI ON
2. DATA Transfer Related transport features
- Sendi ng Data
- Receiving Data
- Errors

Because QoS is out of scope of TAPS, this document assunes a "best
effort” service nodel [RFC5290], [RFC7305]. Applications using a
TAPS system can therefore not nmake any assunptions about e.g. the
time it will take to send a nessage. W al so assune that TAPS
applications have no specific requirenents that need know edge about
the network, e.g. regarding the choice of network interface or the
end-to-end path. Even with these assunptions, there are certain
requirenents that are strictly kept by transport protocols today, and
these nust al so be kept by a TAPS system Sone of these requirenents
relate to transport features that we call "Functional"

Functional transport features provide functionality that cannot be
used wi thout the application knowi ng about them or else they violate
assunptions that night cause the application to fail. For exanple,
unordered nessage delivery is a functional transport feature: it
cannot be used without the application knowi ng about it because the
application’s assunption could be that nessages arrive in order

G essing & Vel zl Expi res Septenber 14, 2017 [ Page 5]



Internet-Draft M ni nral TAPS Transport Services March 2017

Fai l ure includes any change of the application behavior that is not
performance oriented, e.g. security.

"Change DSCP" and "Di sable Nagle algorithnt are exanpl es of transport
features that we call "Optinizing": if a TAPS system aut ononously
decides to enable or disable them an application will not fail, but
a TAPS system nay be able to comunicate nore efficiently if the
application is in control of this optinizing transport feature.

These transport features require application-specific know edge
(e.g., about del ay/bandw dth requirenents or the length of future
data blocks that are to be transmtted).

The transport features of | ETF transport protocols that do not
require application-specific know edge and coul d therefore be
transparently utilized by a TAPS system are call ed " Aut omat abl e”

Finally, some transport features are aggregated and/or slightly
changed in the TAPS API. These transport features are marked as
"ADDED'. The corresponding transport features are automatable, and
they are listed i medi ately bel ow the "ADDED' transport feature.

In this description, transport services are presented follow ng the
nonencl at ure " CATEGORY. [ SUBCATEGCORY] . SERVI CENAME. PROTOCOL"

equi valent to "pass 2" in [TAPS2]. The PROTOCOL nane "UDP(-Lite)" is
used when transport features are equivalent for UDP and UDP-Lite; the
PROTOCOL name "TCP" refers to both TCP and MPTCP. W al so sketch how
some of the TAPS transport services can be inplenented. For al
transport features that are categorized as "functional" or
"optimzing", and for which no matching TCP prinitive exists in "pass
2" of [TAPS2], a brief discussion on howto fall back to TCP is

i ncl uded.

We designate sone transport features as "automatable” on the basis of

a broader decision that affects nultiple transport features:

0 Mbst transport features that are related to nulti-streamng were
designated as "automatabl e". This was done because the deci sion
on whether to use multi-streamng or not does not depend on
application-specific know edge. This neans that a connection that
is exhibited to an application could be inplenmented by using a
single stream of an SCTP associ ation instead of mapping it to a
conpl ete SCTP association or TCP connection. This could be
achi eved by using nore than one stream when an SCTP association is
first established (CONNECT. SCTP paraneter "outbound stream
count"), maintaining an internal stream nunber, and using this
stream nunber when sendi ng data (SEND. SCTP paraneter "stream
nunber"). Cdosing or aborting a connection could then sinply free
the stream nunber for future use. This is discussed further in
Section 5. 2.
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(o]

3. 1.

Al'l transport features that are related to using multiple paths or
the choice of the network interface were designated as
"aut omat abl e". Choosing a path or an interface does not depend on
application-specific know edge. For exanple, "Listen" could
always listen on all available interfaces and "Connect" coul d use
the default interface for the destination |IP address.

CONNECTI ON Rel at ed Transport Features

ESTABLI SHVENT:

(0]

Connect

Protocols: TCP, SCTP, UDP(-Lite)

Functional because the notion of a connection is often reflected
in applications as an expectation to be able to comunicate after
a "Connect" succeeded, with a conmuni cati on sequence relating to
this transport feature that is defined by the application

pr ot ocol

I mpl ement ation: via CONNECT. TCP, CONNECT. SCTP or CONNECT. UDP( -
Lite).

Speci fy which I P Options nust always be used

Protocols: TCP

Aut omat abl e because | P Options relate to know edge about the
network, not the application

Request nultiple streans

Prot ocol s: SCTP

Aut omat abl e because using nulti-stream ng does not require
application-specific know edge.

| mpl enent ati on: see Section 5. 2.

Limt the nunber of inbound streans

Prot ocol s: SCTP

Aut omat abl e because using nulti-stream ng does not require
application-specific know edge.

| mpl enent ati on: see Section 5. 2.

Speci fy nunmber of attenpts and/or timeout for the first

est abl i shnent nessage

Protocol s: TCP, SCTP

Functional because this is closely related to potentially assuned
reliable data delivery for data that is sent before or during
connection establishment.

I mpl enent ati on: Using a paraneter of CONNECT. TCP and CONNECT. SCTP.

btain nultiple sockets
Prot ocol s: SCTP
Aut omat abl e because the usage of nmultiple paths to conmunicate to
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the sane end host relates to know edge about the network, not the
appl i cati on.

o Disable MPTCP
Protocol s: MPTCP
Aut omat abl e because the usage of nmultiple paths to conmunicate to
the sane end host relates to know edge about the network, not the
appl i cati on.
I mpl enentation: via a bool ean paraneter in CONNECT. MPTCP
Fal | -back to TCP: Do not hi ng.

o Specify which chunk types nust al ways be aut henti cated
Prot ocol s: SCTP
Functi onal because this has a direct influence on security.
I mpl enentation: via a paraneter in CONNECT. SCTP
Fall-back to TCP: TBD: this relates to the TCP Aut hentication
Option in Section 7.1 of [RFC5925], which is not currently covered
by [ TAPS2].

0o |Indicate (and/or obtain upon conpletion) an Adaptation Layer via
an adaptati on code point
Protocol s: SCTP
Functional because it allows to send extra data for the sake of
identifying an adaptation |ayer, which by itself is application-
speci fic.
I mpl enentation: via a paraneter in CONNECT. SCTP.
Fal | -back to TCP: not possible.

0 Request to negotiate interleaving of user nessages
Prot ocol s: SCTP
Aut omat abl e because it requires using multiple streams, but
requesting rmultiple streans in the CONNECTI ON. ESTABLI SHVENT
category i s automatable.
I npl enentation: via a paraneter in CONNECT. SCTP.

0 Hand over a nmessage to transfer (possibly multiple tines) before
connecti on establishnent
Protocol s: TCP
Functi onal because this is closely tied to properties of the data
that an application sends or expects to receive.
I npl enentation: via a paraneter in CONNECT. TCP

0 Hand over a nmessage to transfer during connection establishnent
Prot ocol s: SCTP
Functi onal because this can only work if the message is limted in
size, making it closely tied to properties of the data that an
application sends or expects to receive.
I mpl enentation: via a paraneter in CONNECT. SCTP
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(o]

Enabl e UDP encapsul ation with a specified renote UDP port nunber
Prot ocol s: SCTP

Aut omat abl e because UDP encapsul ation relates to know edge about
the network, not the application

AVAI LABI LI TY!

0

Li sten

Protocol s: TCP, SCTP, UDP(-Lite)

Functi onal because the notion of accepting connection requests is
often reflected in applications as an expectation to be able to
conmmuni cate after a "Listen" succeeded, with a communication
sequence relating to this transport feature that is defined by the
appl i cation protocol

ADDED. This differs fromthe 3 automatable transport features
below in that it |eaves the choice of interfaces for |istening

open.

I mpl ementation: by listening on all interfaces via LI STEN. TCP (not
providing a local |IP address) or LISTEN. SCTP (providing SCTP port
nunber / address pairs for all local |IP addresses).

Listen, 1 specified local interface

Protocols: TCP, SCTP, UDP(-Lite)

Aut omat abl e because deci si ons about local interfaces relate to
know edge about the network and the Operating System not the
appl i cation.

Li sten, N specified local interfaces

Prot ocol s: SCTP, UDP(-Lite)

Aut omat abl e because deci si ons about local interfaces relate to
know edge about the network and the Operating System not the
appl i cation.

Listen, all local interfaces

Protocol s: TCP, SCTP, UDP(-Lite)

Aut omat abl e because deci sions about |ocal interfaces relate to
know edge about the network and the Operating System not the
appl i cation.

Speci fy which | P Options nust always be used

Protocol s: TCP

Aut omat abl e because | P Options relate to know edge about the
network, not the application

Di sabl e MPTCP

Protocol s: MPTCP

Aut omat abl e because the usage of nmultiple paths to conmunicate to
the sane end host relates to know edge about the network, not the
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application.

o Specify which chunk types nust al ways be aut henti cated
Prot ocol s: SCTP
Functi onal because this has a direct influence on security.
I mpl enentation: via a paraneter in CONNECT. SCTP
Fall -back to TCP: TBD: this relates to the TCP Aut hentication
Option in Section 7.1 of [RFC5925], which is not currently covered
by [ TAPS2].

0 Obtain requested nunber of streans
Prot ocol s: SCTP
Aut omat abl e because using nulti-streanm ng does not require
application-specific know edge.
| mpl enent ati on: see Section 5. 2.

o Limt the nunber of inbound streans
Prot ocol s: SCTP
Aut omat abl e because using nulti-streanm ng does not require
application-specific know edge.
| mpl enent ati on: see Section 5. 2.

0 Indicate (and/or obtain upon conpletion) an Adaptation Layer via
an adaptation code point
Prot ocol s: SCTP
Functi onal because it allows to send extra data for the sake of
identifying an adaptation layer, which by itself is application-
speci fic.
I npl enentation: via a paraneter in LISTEN SCTP
Fal | -back to TCP: not possible.

0 Request to negotiate interleaving of user nessages
Prot ocol s: SCTP
Aut omat abl e because it requires using nmultiple streans, but
requesting nmultiple streans in the CONNECTI ON. ESTABLI SHVENT
category is automatable.
I mpl enentation: via a paraneter in LI STEN. SCTP

MAI NTENANCE

0 Change tineout for aborting connection (using retransmt linmt or

time val ue)

Protocol s: TCP, SCTP

Functi onal because this is closely related to potentially assuned
reliable data delivery.

I mpl enent ati on: via CHANGE- TI MEQUT. TCP or CHANGE- TI MEQUT. SCTP
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0 Suggest tinmeout to the peer
Prot ocol s: TCP
Functi onal because this is closely related to potentially assuned
reliable data delivery.
| mpl enent ati on: via CHANGE- TI MEQUT. TCP

o Disable Nagle algorithm
Prot ocol s: TCP, SCTP
Optim zi ng because this deci sion depends on know edge about the
size of future data blocks and the del ay between them
| npl enent ati on: via DI SABLE- NAGLE. TCP and DI SABLE- NAGLE. SCTP.

0 Request an inmredi ate heartbeat, returning success/failure
Prot ocol s: SCTP
Aut omat abl e because this infornms about network-specific know edge.

o Notification of Excessive Retransmi ssions (early warning bel ow
abortion threshol d)
Protocol s: TCP
Optim zing because it is an early warning to the application
informng it of an inpending functional event.
| npl enent ati on: via ERROR TCP.

0 Add path
Prot ocol s: MPTCP, SCTP
MPTCP Par aneters: source-1P; source-Port; destination-I1P
destinati on- Port
SCTP Paraneters: |ocal |P address
Aut omat abl e because the usage of nultiple paths to conmunicate to
the sane end host relates to know edge about the network, not the
application.

0 Renove path
Protocol s: MPTCP, SCTP
MPTCP Par aneters: source-1P; source-Port; destination-IP
destination-Port
SCTP Paraneters: |ocal |P address
Aut omat abl e because the usage of multiple paths to conmunicate to
the sane end host relates to know edge about the network, not the
appl i cation.

0 Set primary path
Prot ocol s: SCTP
Aut omat abl e because the usage of multiple paths to conmunicate to
the sane end host relates to know edge about the network, not the
appl i cation.
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0 Suggest primary path to the peer
Prot ocol s: SCTP
Aut omat abl e because the usage of multiple paths to conmunicate to
the sane end host relates to know edge about the network, not the
appl i cation.

o Configure Path Switchover
Prot ocol s: SCTP
Aut omat abl e because the usage of nmultiple paths to communicate to
the sane end host relates to know edge about the network, not the
appl i cation.

0o Obtain status (query or notification)
Prot ocol s: SCTP, MPTCP
SCTP paraneters: association connection state; destination
transport address list; destination transport address reachability
states; current |ocal and peer receiver w ndow size; current |ocal
congestion w ndow si zes; nunber of unacknow edged DATA chunks;
nunber of DATA chunks pending receipt; primary path; nost recent
SRTT on primary path; RTO on primary path; SRTT and RTO on ot her
destination addresses; MIU per path; interleaving supported yes/no
MPTCP paraneters: subflowlist (identified by source-1P; source-
Port; destination-IP; destination-Port)
Aut omat abl e because these paranmeters relate to know edge about the
network, not the application.

0 Specify DSCP field
Protocols: TCP, SCTP, UDP(-Lite)
Optinm zi ng because choosing a suitable DSCP val ue requires
application-specific know edge.
| npl enentation: via SET_DSCP. TCP / SET_DSCP. SCTP / SET_DSCP. UDP( -
Lite)

0 Notification of ICVWP error nessage arrival
Protocols: TCP, UDP(-Lite)
Opti m zi ng because these nmessages can inform about success or
failure of functional transport features (e.g., host unreachable
relates to "Connect")
I mpl enentation: via ERROR TCP or ERROR UDP(-Lite).

0 Obtain information about interleaving support
Prot ocol s: SCTP
Aut omat abl e because it requires using multiple streams, but
requesting multiple streans in the CONNECTI ON. ESTABLI SHVENT
category i s automatable.
I mpl enentation: via a paraneter in GETI NTERL. SCTP.
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o Change authentication paraneters
Prot ocol s: SCTP
Functi onal because this has a direct influence on security.
| mpl enent ati on: via SETAUTH. SCTP.
Fall-back to TCP: TBD: this relates to the TCP Aut hentication
Option in Section 7.1 of [RFC5925], which is not currently covered
by [ TAPS2].

0 Cbtain authentication information
Prot ocol s: SCTP
Functi onal because authentication decisions nmay have been nade by
the peer, and this has an influence on the necessary application-
| evel measures to provide a certain |level of security.
| mpl enent ati on: via GETAUTH. SCTP.
Fal | -back to TCP: TBD: this relates to the TCP Authentication
Option in Section 7.1 of [RFC5925], which is not currently covered
by [ TAPS2].

0 Reset Stream
Prot ocol s: SCTP
Aut omat abl e because using nulti-stream ng does not require
application-specific know edge.
| npl enent ati on: see Section 5. 2.

o Notification of Stream Reset
Prot ocol s: STCP
Aut omat abl e because using nulti-stream ng does not require
application-specific know edge.
| npl enent ati on: see Section 5. 2.

0 Reset Association
Prot ocol s: SCTP
Functi onal because it affects "Cbtain a nmessage delivery nunber”
whi ch is functional
| mpl enent ati on: via RESETASSCC. SCTP
Fal | -back to TCP: not possible.

o Notification of Association Reset
Prot ocol s: STCP
Functional because it affects "Cbtain a nessage delivery nunmber”,
whi ch is functional
| mpl enent ati on: via RESETASSOC- EVENT. SCTP
Fal | -back to TCP: not possible.

0 Add Streans
Prot ocol s: SCTP
Aut omat abl e because using nulti-stream ng does not require
application-specific know edge.
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| mpl enent ati on: see Section 5. 2.

o0 Notification of Added Stream
Protocol s: STCP
Aut omat abl e because using nulti-streanm ng does not require
application-specific know edge.
| mpl enent ati on: see Section 5. 2.

0 Choose a schedul er to operate between streans of an association
Prot ocol s: SCTP
Optini zi ng because the scheduling decision requires application-
speci fic know edge. However, if a TAPS system would not use this,
or wongly configure it on its ow, this would only affect the
performance of data transfers; the outcome would still be correct
within the "best effort"” service nodel
| mpl enent ati on: using SETSTREAMSCHEDULER. SCTP.
Fal | -back to TCP: do not hi ng.

o0 Configure priority or weight for a schedul er
Prot ocol s: SCTP
Optim zi ng because the priority or weight requires application-
specific know edge. However, if a TAPS system would not use this,
or wongly configure it onits ow, this would only affect the
performance of data transfers; the outcome would still be correct
within the "best effort" service nodel
| mpl enent ati on: usi ng CONFI GURESTREAMSCHEDULER. SCTP
Fal | -back to TCP: do not hi ng.

0 Configure send buffer size
Prot ocol s: SCTP
Aut omat abl e because this decision relates to know edge about the
network and the Operating System not the application (see also
the discussion in Section 5.4).

0 Configure receive buffer (and rwnd) size
Prot ocol s: SCTP
Aut omat abl e because this decision relates to know edge about the
network and the Operating System not the application

0 Configure nessage fragnmentation
Prot ocol s: SCTP
Aut omat abl e because fragnentation relates to know edge about the
network and the Operating System not the application
| mpl enent ati on: by always enabling it with
CONFI G_FRAGVENTATI ON. SCTP and auto-setting the fragnentation size
based on network or Operating System conditions.
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o Configure PMIubD
Prot ocol s: SCTP
Aut omat abl e because Path MIU Di scovery relates to know edge about
the network, not the application

0 Configure del ayed SACK ti mer
Prot ocol s: SCTP
Aut omat abl e because the receiver-side decision to delay sendi ng
SACKs rel ates to know edge about the network, not the application
(it can be relevant for a sending application to request not to
del ay the SACK of a nmessage, but this is a different transport
feature).

0 Set Cookie |life value
Prot ocol s: SCTP
Functional because it relates to security (possibly weakened by
keeping a cookie very long) versus the tine between connection
establishnent attenpts. Know edge about both issues can be
application-specific.
Fal | -back to TCP: the closest TCP functionality is the cookie in
TCP Fast Open; for this, [RFC7413] states that the server "can
expire the cookie at any tine to enhance security" and section
4.1.2 describes an exanpl e inpl enentati on where updating the key
on the server side causes the cookie to expire; however, this is
different fromthis transport feature because SCTP' s cookie life
value is set on the client side, not the server side. The TCP
client has no control of this value. Thus, the recommended fall-
back inplenentation is to do not hing.

0 Set maxi mum bur st
Prot ocol s: SCTP
Aut omat abl e because it relates to know edge about the network, not
the application.

0 Configure size where nessages are broken up for partial delivery
Prot ocol s: SCTP
Functi onal because this is closely tied to properties of the data
that an application sends or expects to receive.
Fal | -back to TCP: do nothing. Since TCP does not deliver
messages, partial or not, this will have no effect on TCP

o Disable checksum when sendi ng
Prot ocol s: UDP
Functi onal because application-specific know edge is necessary to
deci de whether it can be acceptable to | ose data integrity.
| mpl enent ati on: via CHECKSUM UDP
Fal | -back to TCP: do not hi ng.
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o Disable checksum requirenment when receiving
Prot ocol s: UDP
Functi onal because application-specific know edge is necessary to
deci de whether it can be acceptable to | ose data integrity.
| mpl enent ati on: via CHECKSUM REQUI RED. UDP.
Fal |l -back to TCP: do not hi ng.

o Specify checksum coverage used by the sender
Protocol s: UDP-Lite
Functi onal because application-specific know edge is necessary to
decide for which parts of the data it can be acceptable to | ose
data integrity.
| mpl enent ati on: via SET_CHECKSUM COVERAGE. UDP- Li t e.
Fal | -back to TCP: do not hi ng.

o Specify mni mum checksum coverage required by receiver
Protocols: UDP-Lite
Functi onal because application-specific know edge is necessary to
decide for which parts of the data it can be acceptable to | ose
data integrity.
I mpl enent ation: via SET_M N_CHECKSUM COVERAGE. UDP- Li t e.
Fal | -back to TCP: do not hi ng.

o Specify DF field
Protocol s: UDP(-Lite)
Optinm zi ng because the DF field can be used to carry out Path MIU
Di scovery, which can lead an application to choose nessage sizes
that can be transmtted nore efficiently.
| mpl enent ati on: via MAI NTENANCE. SET_DF. UDP(-Lite) and
SEND_FAI LURE. UDP(- Lite).
Fal | -back to TCP: do nothing. Wth TCP the sender is not in
control of transport nmessage sizes, making this functionality
irrel evant.

0 Specify TTL/ Hop count field
Protocol s: UDP(-Lite)
Aut omat abl e because a TAPS system can use a | arge enough system
default to avoid communication failures. Allow ng an application
to configure it differently can produce notifications of |ICW
error nessage arrivals that yield informati on which only rel ates
to know edge about the network, not the application.

o Obtain TTL/Hop count field
Protocol s: UDP(-Lite)
Aut omat abl e because the TTL/ Hop count field relates to know edge
about the network, not the application.
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o0 Specify ECN field
Protocol s: UDP(-Lite)

Aut omat abl e because the ECN field relates to know edge about the
networ k, not the application.

0 Obtain ECN field
Protocol s: UDP(-Lite)

Aut omat abl e because the ECN field relates to know edge about the
networ k, not the application.

o Specify IP Options
Protocol s: UDP(-Lite)

Aut omat abl e because | P Options relate to know edge about the
net wor k, not the application.

0o OCbtain IP Options
Protocol s: UDP(-Lite)

Aut omat abl e because | P Options relate to know edge about the
network, not the application.

o Enable and configure a "Low Extra Del ay Background Transfer”
Protocol s: A protocol inplenenting the LEDBAT congesti on control
mechani sm
Optini zi ng because whether this service is appropriate or not
depends on application-specific know edge. However, wongly using
this will only affect the speed of data transfers (al beit
i ncluding other transfers that may conpete with the TAPS transfer
in the network), so it is still correct within the "best effort"
servi ce nodel .

I mpl ement ation: via CONFI GURE. LEDBAT and/or SET_DSCP. TCP /
SET_DSCP. SCTP / SET_DSCP. UDP(-Lite) [LBE-draft].
Fal | -back to TCP: do not hi ng.

TERM NATI ON:

0 Close after reliably delivering all remaining data, causing an
event infornming the application on the other side
Protocol s: TCP, SCTP
Functi onal because the notion of a connection is often reflected
in applications as an expectation to have all outstanding data
delivered and no | onger be able to comunicate after a "d ose"
succeeded, with a conmmuni cati on sequence relating to this
transport feature that is defined by the application protocol.
| mpl enent ati on: via CLOSE. TCP and CLOSE. SCTP.

0 Abort without delivering renmaining data, causing an event

inform ng the application on the other side
Protocol s: TCP, SCTP
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3.

3.

2

2

1.

Functional because the notion of a connection is often reflected
in applications as an expectation to potentially not have all

out st andi ng data delivered and no | onger be able to communicate
after an "Abort" succeeded, with a comunication sequence relating
to this transport feature that is defined by the application

pr ot ocol

| mpl enent ation: via ABORT. TCP and ABORT. SCTP

Ti meout event when data could not be delivered for too |ong
Protocol s: TCP, SCTP

Functi onal because this notifies that potentially assuned reliable
data delivery is no | onger provided.

| mpl ement ation: via TIMEQUT. TCP and Tl MEQUT. SCTP

DATA Transfer Related Transport Features
Sendi ng Dat a

Reliably transfer data, with congestion contro

Protocol s: TCP, SCTP

Functi onal because this is closely tied to properties of the data
that an application sends or expects to receive.

| mpl enent ation: via SEND. TCP and SEND. SCTP.

Reliably transfer a message, with congestion contro

Prot ocol s: SCTP

Functi onal because this is closely tied to properties of the data
that an application sends or expects to receive.

I mpl ement ation: via SEND. SCTP and SEND. TCP. W th SEND. TCP
nmessages will not be identifiable by the receiver. Informthe
application of the result.

Unreliably transfer a nessage

Prot ocol s: SCTP, UDP(-Lite)

Optinizi ng because only applications know about the tine
criticality of their conmunication, and reliably transfering a
message i s never incorrect for the receiver of a potentially
unreliable data transfer, it is just slower.

ADDED. This differs fromthe 2 automatabl e transport features
below in that it |eaves the choice of congestion control open
| mpl enent ati on: via SEND. SCTP or SEND. UDP or SEND. TCP. Wth
SEND. TCP, nmessages will not be identifiable by the receiver
Informthe application of the result.

Unreliably transfer a nessage, with congestion contro
Prot ocol s: SCTP
Aut omat abl e because congestion control relates to know edge about
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the network, not the application

o Unreliably transfer a nessage, w thout congestion contro
Prot ocol s: UDP(-Lite)
Aut omat abl e because congestion control relates to know edge about
the network, not the application

0 Configurable Message Reliability
Prot ocol s: SCTP
Optinm zi ng because only applications know about the tine
criticality of their conmmunication, and reliably transfering a
nmessage i s never incorrect for the receiver of a potentially
unreliable data transfer, it is just slower.
| mpl enent ati on: via SEND. SCTP
Fal | -back to TCP: By using SEND. TCP and ignoring this
configuration: based on the assunption of the best-effort service
nmodel , unnecessarily delivering data does not violate application
expectations. Mreover, it is not possible to associate the
requested reliability to a "nessage" in TCP anyway.

0 Choice of stream
Prot ocol s: SCTP
Aut omat abl e because it requires using nmultiple streanms, but
requesting multiple streans in the CONNECTI ON. ESTABLI SHVENT
category is automatable. |Inplenmentation: see Section 5.2.

0 Choice of path (destination address)
Prot ocol s: SCTP
Aut omat abl e because it requires using nmultiple sockets, but
obtaining multiple sockets in the CONNECTI ON. ESTABLI SHVENT
category is automatable.

0 Choi ce between unordered (potentially faster) or ordered delivery
of messages
Prot ocol s: SCTP
Functi onal because this is closely tied to properties of the data
that an application sends or expects to receive.
| mpl enent ati on: via SEND. SCTP
Fal | -back to TCP: By using SEND. TCP and al ways sendi ng data
ordered: based on the assunption of the best-effort service nodel,
ordered delivery nay just be slower and does not violate
application expectations. Mreover, it is not possible to
associ ate the requested delivery order to a "nmessage" in TCP
anyway.

0 Request not to bundl e nessages

Protocol s: SCTP
Opti mi zi ng because this decision depends on know edge about the
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3.

2

2

size of future data blocks and the del ay between them

| mpl enent ati on: via SEND. SCTP

Fal | -back to TCP: By using SEND. TCP and DI SABLE- NAGLE. TCP to

di sabl e the Nagl e al gorithm when the request is nade and enable it
agai n when the request is no | onger nade.

Speci fying a "payl oad protocol -id" (handed over as such by the
receiver)

Prot ocol s: SCTP

Functional because it allows to send extra application data with
every nessage, for the sake of identification of data, which by
itself is application-specific.

| mpl enent ati on: SEND. SCTP.

Fal | -back to TCP: not possible.

Specifying a key id to be used to authenticate a nessage

Prot ocol s: SCTP

Functional because this has a direct influence on security.

| mpl enentation: via a paraneter in SEND. SCTP

Fal | -back to TCP: TBD: this relates to the TCP Authentication
Option in Section 7.1 of [RFC5925], which is not currently covered
by [ TAPS2].

Request not to delay the acknow edgenent (SACK) of a nessage

Prot ocol s: SCTP

Optim zi ng because only an application knows for which nmessage it
wants to quickly be informed about success / failure of its
del i very.

Fal | -back to TCP: do not hi ng.

Recei vi ng Dat a

Recei ve data (with no nessage delineation)

Protocol s: TCP

Functi onal because a TAPS system nust be able to send and receive
dat a.

| mpl enent ati on: via RECElI VE. TCP

Recei ve a nessage

Prot ocol s: SCTP, UDP(-Lite)

Functi onal because this is closely tied to properties of the data
that an application sends or expects to receive.

| mpl enent ati on: via RECEI VE. SCTP and RECEI VE. UDP(-Lite).
Fal | -back to TCP: not possible.
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Choi ce of streamto receive from

Prot ocol s: SCTP

Aut omat abl e because it requires using multiple streans, but
requesting nmultiple streans in the CONNECTI ON. ESTABLI SHVENT
category is autommatable.

| mpl enent ati on: see Section 5. 2.

I nformation about partial nessage arriva

Prot ocol s: SCTP

Functional because this is closely tied to properties of the data
that an application sends or expects to receive.

| mpl enent ati on: via RECEI VE. SCTP

Fal | -back to TCP: do nothing: this information is not avail able
with TCP.

bt ai n a nessage delivery nunber

Prot ocol s: SCTP

Functi onal because this nunber can let applications detect and, if
desired, correct reordering. Wether nessages are in the correct
order or not is closely tied to properties of the data that an
application sends or expects to receive.

| mpl enent ati on: via RECEI VE. SCTP

Fal | -back to TCP:. not possible.

Errors

This section describes sending failures that are associated with a
specific call to in the "Sending Data" category (Section 3.2.1).

(0]

Notification of send failures

Prot ocol s: SCTP, UDP(-Lite)

Functi onal because this notifies that potentially assuned reliable
data delivery is no | onger provided.

ADDED. This differs fromthe 2 automatabl e transport features
below in that it does not distinugi sh between unsent and
unacknowl edged nessages.

| mpl enent ati on: via SENDFAI LURE- EVENT. SCTP and SEND_ FAI LURE. UDP( -
Lite).

Fal |l -back to TCP: do nothing: this notification is not available
and will therefore not occur with TCP

Notification of an unsent (part of a) nessage

Prot ocol s: SCTP, UDP(-Lite)

Aut omat abl e because the distinction between unsent and
unacknow edged i s network-specific.
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4.

o0 Notification of an unacknow edged (part of a) nessage
Protocol s: SCTP
Aut onat abl e because the distinction between unsent and
unacknow edged i s network-specific.

o Notification that the stack has no nore user data to send
Prot ocol s: SCTP
Optim zi ng because reacting to this notification requires the
application to be involved, and ensuring that the stack does not
run dry of data (for too long) can inprove perfornance.
Fal | -back to TCP: do nothing. See also the discussion in
Section 5. 4.

o Notification to a receiver that a partial message delivery has
been aborted
Prot ocol s: SCTP
Functi onal because this is closely tied to properties of the data
that an application sends or expects to receive.
Fal | -back to TCP: do nothing. This notification is not avail able
and will therefore not occur with TCP

Step 2: Reduction -- The Reduced Set of Transport Features

By hiding automatabl e transport features fromthe application, a TAPS
system can gain opportunities to automate the usage of networKk-
related functionality. This can facilitate using the TAPS system for
the application progranmmer and it allows for optinizations that may
not be possible for an application. For instance, systemw de
configurations regarding the usage of nultiple interfaces can better
be exploited if the choice of the interface is not entirely up to the
application. Therefore, since they are not strictly necessary to
expose in a TAPS system we do not include autonatable transport
features in the reduced set of transport features. This |eaves us
with only the transport features that are either optinizing or

functi onal

A TAPS system should be able to fall back to TCP or UDP if
alternative transport protocols are found not to work. Here we only
consider falling back to TCP. For sone transport features, it was
identified that no fall-back to TCP is possible. This elinminates the
possibility to use TCP whenever an application makes use of one of
these transport features. Thus, we only keep the functional and
optim zing transport features for which a fall-back to TCP is
possible in our reduced set. "Reset Association" and "Notification
of Association Reset" are only functional because of their
relationship to "Obtain a nessage delivery nunber", which is
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functional. Because "Obtain a nessage delivery nunber" does not have
a fall-back to TCP, none of these three transport features are
included in the reduced set.

4. 1.

CONNECTI ON Rel at ed Transport Features

ESTABLI SHVENT:

0
0

(0]
(0]

0

Connect

Speci fy nunber of attenpts and/or tineout for the first

est abl i shnent nessage

Speci fy which chunk types nust al ways be authenticated

Hand over a nessage to transfer (possibly nultiple times) before
connecti on establishnent

Hand over a nessage to transfer during connection establishnment

AVAI LABI LI TY!

o Listen

o Specify which chunk types nust al ways be aut henti cated

MAI NTENANCE

0 Change tineout for aborting connection (using retransmt linmt or
time val ue)

0 Suggest tineout to the peer

o Disable Nagle algorithm

o Notification of Excessive Retransnissions (early warning bel ow
abortion threshol d)

0 Specify DSCP field

0o Notification of ICMP error nessage arriva

0 Change authentication paraneters

0 Obtain authentication information

0 Choose a schedul er to operate between streans of an association

o0 Configure priority or weight for a schedul er

0 Set Cookie life val ue

0 Configure size where nessages are broken up for partial delivery

o Disable checksum when sendi ng

o Disable checksum requirenent when receiving

o Specify checksum coverage used by the sender

0 Specify m ni mum checksum coverage required by receiver

o Specify DF field

0 Enable and configure a "Low Extra Del ay Background Transfer"

TERM NATI ON

0 Close after reliably delivering all remaining data, causing an
event informng the application on the other side

0 Abort without delivering remaining data, causing an event

inform ng the application on the other side
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o Timeout event when data could not be delivered for too |ong
4.2. DATA Transfer Related Transport Features

4.2.1. Sending Data

0 Reliably transfer data, with congestion contro

0 Reliably transfer a message, with congestion contro

o Unreliably transfer a nessage

0 Configurable Message Reliability

0 Choice between unordered (potentially faster) or ordered delivery
of messages

0 Request not to bundl e nessages

o0 Specifying a key id to be used to authenticate a nessage

0 Request not to delay the acknow edgenent (SACK) of a nessage
4.2.2. Receiving Data

0 Receive data (with no nessage delineation)
o Information about partial nessage arriva

4, 2. 3. Errors

This section describes sending failures that are associated with a
specific call to in the "Sending Data" category (Section 3.2.1).

o Notification of send failures

o Notification that the stack has no nore user data to send

0o Notification to a receiver that a partial nessage delivery has
been aborted

5. Step 3: Discussion

The reduced set in the previous section exhibits a nunber of
peculiarities, which we will discuss in the follow ng.

5.1. Sending Messages, Receiving Bytes

There are several transport features related to sending, but only a
single transport feature related to receiving: "Receive data (with no
message delineation)" (and, strangely, "information about partia
message arrival"). Notably, the transport feature "Receive a
message" is also the only non-automatabl e transport feature of UDP(-
Lite) that had to be renoved because no fall-back to TCP is possible.
It is also represents the only way that UDP(-Lite) applications can
recei ve data today.

G essing & Vel zl Expi res Septenber 14, 2017 [ Page 24]



Internet-Draft M ni nral TAPS Transport Services March 2017

For the transport to operate on messages, it only needs be infornmed
about them as they are handed over by a sending application; on the
recei ver side, receiving a nmessage only differs fromreceiving a
bytestreamin that the application is told where nessages begin and
end in the forner case but not in the latter. The receiving
application can still operate on these nessages as long as it does
not rely on the transport layer to informit about nessage
boundari es.

For exanple, if an application requests to transfer fixed-size
messages of 100 bytes with partial reliability, this needs the
receiving application to be prepared to accept data in chunks of 100
bytes. If, then, some of these 100 byte nessages are missing (e.g.

if SCTP with Configurable Reliability is used), this is the expected
application behavior. Wth TCP, no nessages woul d be nissing, but
this is also correct for the application, and possible retransm ssion

delay is acceptable within the best effort service nodel. Still, the
receiving application would separate the byte streaminto 100-byte
chunks.

Note that this usage of nmessages does not require all nessages to be
equal in size. Many application protocols use sonme form of Type-
Lengt h-Val ue (TLV) encoding, e.g. by defining a header including
length fields; another alternative is the use of byte stuffing

met hods such as COBS [COBS]. |If an application needs nessage
nunbers, e.g. to restore the correct sequence of nessages, these nust
al so be encoded by the application itself, as the sequence nunber

rel ated transport features of SCTP are no | onger provided (in the
interest of enabling a fall-back to TCP).

For the inplenentation of a TAPS system this has the foll ow ng

consequences:

0 Because the receiver-side transport leaves it up to the
application to delineate nessages, nessages nust always remain
intact as they are handed over by the transport receiver. Data
can be handed over at any time as they arrive, but the byte stream
nmust never "skip ahead" to the beginning of the next nessage.

o Wth SCTP, a "partial flag" informs a receiving application that a
message is inconplete. Then, the next receive calls will only
deliver remmining parts of the same nessage (i.e., no nessages or
partial nmessages will arrive on other streans until the nessage is
compl ete) (see Section 8.1.20 in [RFC6458]). This can facilitate
the inplenentation of the receiver buffer in the receiving
application, but then such an application does not support nessage
interleaving (which is required by stream schedul ers). However,
receiving a byte streamfrommnultiple SCTP streans requires a per-
streamrecei ver buffer anyway, so this potential benefit is |ost
and the "partial flag" (the transport feature "Information about
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5.

2

partial message arrival") becones unnecessary for a TAPS system
Wth it, the transport features "Configure size where nessages are
broken up for partial delivery"” and "Notification to a receiver
that a partial nessage delivery has been aborted" becone
unnecessary too.

o Fromthe above, a TAPS system shoul d al ways support nessage
i nterleaving because it enables the use of stream schedul ers and
comes at no additional inplenmentation cost on the receiver side.
Stream schedul ers operate on the sender side. Hence, because a
TAPS sender-side application may talk to an SCTP receiver that
does not support interleaving, it cannot assune that stream
schedulers will always work as expected.

Stream Schedul ers Wthout Streans

We have already stated that nulti-stream ng does not require
application-specific know edge. Potential benefits or disadvantages
of, e.g., using two streams over an SCTP associati on versus using two
separate SCTP associations or TCP connections are related to

know edge about the network and the particular transport protocol in
use, not the application. However, the transport features "Choose a
schedul er to operate between streans of an association" and
"Configure priority or weight for a scheduler" operate on streans.
Here, streans identify comunication channels between which a
schedul er operates, and they can be assigned a priority. Nbreover
the transport features in the MAI NTENANCE category all operate on
assocations in case of SCTP, i.e. they apply to all streans in that
assocati on.

Wth only these semantics necessary to represent, the interface to a
TAPS system becones easier if we renane connections into "TAPS fl ows"
(the TAPS equi val ent of a connection which may be a transport
connection or association, but could also beconme a stream of an

exi sting SCTP association, for exanple) and allow assigning a "G oup
Nunber” to a TAPS flow. Then, all MAI NTENANCE transport features can
be said to operate on flow groups, not connections, and a schedul er

al so operates on the flows within a group

For the inplenentation of a TAPS system this has the foll ow ng

consequences:

0 Streans may be identified in different ways across different
protocols. The only multi-streamng protocol considered in this
docunent, SCTP, uses a streamid. The transport association bel ow
still uses a Transport Address (which includes one port nunber)
for each conmuni cating endpoint. To inplenent a TAPS system
wi t hout exposed streans, an application nust be given an
identifier for each TAPS flow (akin to a socket), and dependi ng on
whet her streans are used or not, there will be a 1.1 nmapping
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between this identifier and | ocal ports or not.

0o In SCTP, a fixed nunber of streans exists fromthe begi nning of an
associ ation; streanms are not "established", there is no handshake
or any other formof signaling to create them they can just be
used. They are also not "gracefully shut down" -- at best, an
"SSN Reset Request Parameter" in a "RE-CONFIG' chunk [ RFC6525] can
be used to informthe peer that of a "Stream Reset", as a rough
equi val ent of an "Abort". This has an inpact on the semantics
connection establishnment and teardown (see Section 6.1).

0 To support stream schedul ers, a receiver-side TAPS system shoul d
al ways support nessage interl eaving because it conmes at no
addi tional inplenmentation cost (because of the receiver-side
streamreception discussed in Section 5.1). Note, however, that
Stream schedul ers operate on the sender side. Hence, because a
TAPS sender-side application may talk to a native TCP-based
recei ver-side application, it cannot assune that stream schedul ers
will always work as expect ed.

Early Data Transmi ssion

There are two transport features related to transferring a nmessage
early: "Hand over a nessage to transfer (possibly multiple tines)

bef ore connection establishnment", which relates to TCP Fast Open

[ RFC7413], and "Hand over a message to transfer during connection
establishnent”, which relates to SCTP's ability to transfer data
together with the COXIE-Echo chunk. Also w thout TCP Fast Open, TCP
can transfer data during the handshake, together with the SYN packet
-- however, the receiver of this data may not hand it over to the
application until the handshake has conpleted. This functionality is
commonly available in TCP and supported in several inplenentations,
but the TCP specification does not specify howto provide it to
appl i cations.

The anmobunt of data that can successfully be transmitted before or
during the handshake depends on various factors: the transport
protocol, the use of header options, the choice of IPv4 and | Pv6 and
the Path MIU. A TAPS system should therefore allow a sending
application to query the maxi mum anount of data it can possibly
transmt before or during connection establishment, respectively.

Sender Running Dry

The transport feature "Notification that the stack has no nore user
data to send" relates to SCTP' s "SENDER DRY" notification. Such
notifications can, in principle, be used to avoid having an
unnecessarily large send buffer, yet ensure that the transport sender
al ways has data avail able when it has an opportunity to transmt it.
This has been found to be very beneficial for sonme applications
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[ WADC2015] .  However, "SENDER DRY" truly neans that the buffer has
enptied -- i.e., when it notifies the sender, it is already too |ate,
the transport protocol already m ssed an opportunity to send data.
Sone nodern TCP inpl enentations now i nclude the unspecified
"TCP_NOTSENT _LOWMAT" socket option proposed in [ WADC2015], which
limts the anpbunt of unsent data that TCP can keep in the socket
buffer; this allows to specify at which buffer filling I evel the
socket becomes witable, rather than waiting for the buffer to run

enpty.

SCTP has neans to configure the sender-side buffer too: the

aut onat abl e Transport Feature "Configure send buffer size" provides
this functionality, but only for the conplete buffer, which includes
bot h unsent and unacknow edged data. SCTP does not allow to contro
these two sizes separately. A TAPS system should allow for uniform
access to "TCP_NOTSENT_LOWAT" as well as the "SENDER DRY"
notification.

5.5. Capacity Profile

The transport features:

o Disable Nagle al gorithm

o Enable and configure a "Low Extra Delay Background Transfer"

o Specify DSCP field

all relate to a QoS-1ike application need such as "low | atency" or
"scavenger". In the interest of flexibility of a TAPS system they
could therefore be offered in a uniform nore abstract way, where a
TAPS systemcould e.g. decide by itself how to use conbinations of
LEDBAT-1i ke congestion control and certain DSCP val ues, and an
application would only specify a general "capacity profile" (a
description of howit wants to use the available capacity). A need
for "l owest possible latency at the expense of overhead" could then
translate into automatically disabling the Nagle al gorithm

In sone cases, the Nagle algorithmis best controlled directly by the
application because it is not only related to a general profile but

al so to know edge about the size of future messages. For fine-grain
control over Nagle-like functionality, the "Request not to bundle
messages” is avail abl e.

5.6. Security

Both TCP and SCTP offer authentication. SCTP allows to configure

whi ch of SCTP's chunk types nust al ways be authenticated -- if this
i s exposed as such, it creates an undesirabl e dependency on the
transport protocol. GCenerally, to an application it is relevant

whet her the transport protocol authenticates its own control data,
the user data, or both, and a TAPS system should therefore allow to
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configure and query these three cases.

TBD -- nore to cone in the next version. This relates to the TCP
Aut hentication Option in Section 7.1 of [RFC5925], which is not
currently covered

Set Cookie life value -- TBD in the next version: SCTP is client-
side, TCP is server-side.

5.7. Packet Size

UDP(-Lite) has a transport feature called "Specify DF field". This
yields an error nessage in case of sending a nessage that exceeds the
Path MIU, which is necessary for a UDP-based application to be able
to implenent Path MIU Di scovery (a function that UDP-based
applications nust do by thenselves). This is the only transport
feature related to packet sizes. UDP applications typically nake use
of IP-layer functionality to obtain the size of the link MU, it
woul d therefore seemthat offering such functionality to TAPS
applications could be useful, albeit in a transport protocol

i ndependent way.

This also relates to the fact that the choice of path is automatable:
if a TAPS systemcan switch a path at any tinme, unknown to an
application, yet the application intends to do Path MIU Di scovery,
this could yield very inefficient behavior. Thus, a TAPS system
shoul d probably avoid automatically switching paths, and informthe
appl i cation about any unavoi dabl e path changes, when applications
request to disallow fragnentation with the "Specify DF field"
feature.

6. Step 4: Construction -- the Mniml Set of Transport Features

Based on the categorization, reduction and discussion in the previous
sections, this section presents the nmininmal set of transport features
that is offered by end systens supporting TAPS. They are descri bed
in an abstract fashion, i.e. they can be inplenented in various
different ways. For exanple, information that is provided to an
application can either be offered via a primtive that is polled, or
via an asynchronous notification

Future versions of this docunent will probably describe the transport
features in this section in greater detail; for now, we only specify
how they differ fromthe transport features they are based upon. W
carry out an additional sinplification: CONNECTI ON. ESTABLI SHVENT
"Specify nunber of attenpts and/or tinmeout for the first
establ i shment nessage” and CONNECTI ON. MAI NTENANCE " Change ti meout for
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aborting connection (using retransmit limt or tinme value)" are
essentially the same, just applied upon connection establishment or
during the lifetine of a connection. The same is the case for
CONNECTI ON. ESTABLI SHVENT " Speci fy which chunk types nust al ways be
aut henti cat ed" and CONNECTI ON. MAI NTENANCE " Change aut henti cati on
paraneters". W therefore state that connections (called TAPS fl ows)
nmust be instantiated before connecting them and allow configurations
to be carried out before connecting (in cases where this is not

all oned by the transport protocol, a TAPS systemw || have to
internall delay this configuration until the flow has been
connect ed) .

6.1. Flow Creation, Connection and Term nati on

A TAPS fl ow nmust be "created" before it is connected, to allow for
initial configurations to be carried out. Al configuration
paraneters in Section 6.2 and Section 6.3 can be used initially,

al t hough sone of themnmay only take effect when the fl ow has been
connected. Configuring a flow early hel ps a TAPS system nmake the
right decisions. |In particular, the "group nunber"” can influence the
the TAPS systemto inplenent a TAPS flow as a streamof a nulti-
streami ng protocol’s existing association or not.

A created flow can be queried for the maxi nrum anmount of data that an
application can possibly expect to have transmtted before or during
connection establishment. An application can also give the flow a
message for transm ssion before or during connection establishnent,
and specify which case is preferred (before / during). |In case of
transm ssi on before establishnent, the receiving application nust be
prepared to potentially receive multiple copies of the nmessage.

To be conpatible with nmultiple transports, including streans of a

mul ti-stream ng protocol (used as if they were transports

t hensel ves), the semantics of opening and cl osing need to be the nost
restrictive subset of all of them For exanple, TCP' s support of

hal f-cl osed connections can be seen as a feature on top of the nore
restrictive "ABORT"; this feature cannot be supported because not all
protocol s used by a TAPS system (including streans of an associ ati on)
support hal f-cl osed connecti ons.

After creation, a flow can be actively connected to the other side
using "Connect", or passively listen for inconing connection requests
with "Listen". Note that "Connect" may or may not trigger a
notification on the listening side. It is possible that the first
notification on the listening side is the arrival of the first data
that the active side sends (a receiver-side TAPS system coul d handl e
this by continuing a blocking "Listen" call, inmediately foll owed by
i ssuing "Receive", for exanple). This also neans that the active
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opening side is assuned to be the first side sending data.

A flow can be actively closed, i.e. termnated after reliably
delivering all renmaining data, or aborted, i.e. term nated w thout
delivering renaining data. A tineout can be configured to abort a

fl ow when data could not be delivered for too |ong. Because half-

cl osed connections are not supported, when a TAPS host receives a
notification that the peer is closing or aborting the flow, the other
side may not be able to read outstanding data. This neans that
unacknow edged data residing in the TAPS system s send buffer may
have to be dropped fromthat buffer upon arrival of a notification to
close or abort the flow fromthe peer. In case of SCTP streans,
"Stream Reset" (a "SSN Reset Request Parameter" in a "RE-CONFIG'
chunk [ RFC6525]) can be used to notify a peer of an intention to
close a flow

6.2. Flow Group Configuration

A flow group can be configured with a nunber of transport features,
and there are sonme notifications to applications about a flow group.
Here we list transport features and notifications that are taken from
Section 4 unchanged, with the exception that some of them can al so be
applied initially (before a flowis connected).

Ti meout, error notifications:

0 Change tineout for aborting connection (using retransmt linmt or
time val ue)

0 Suggest tineout to the peer

o Notification of Excessive Retransmni ssions (early warning bel ow
abortion threshol d)

o Notification of ICMP error nessage arriva

Checksuns:

o Disable checksum when sendi ng

o Disable checksum requirenent when receiving

o Specify checksum coverage used by the sender

0 Specify ninimum checksum coverage required by receiver

O hers:
0 Choose a scheduler to operate between flows of a group

The followi ng transport features are new or changed, based on the

di scussion in Section 5:

0 Capacity profile
Thi s describes how an application wants to use its avail able
capacity. Choices can be "l owest possible |atency at the expense
of overhead", "scavenger", and sone nore val ues that help
determine the DSCP value for a flow (e.g. sinilar to table 1 in
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6

6

6

3.

4.

4.

[I-D.ietf-tsvwg-rtcweb-qos]). (details TBD)

0 Authentication
TBD in the next version: Different from SCTP' s original transport
features, this will only allow to configure authenticating the
whol e transport, all control information, or user data (not to
di stingui sh between various SCTP chunks, to avoid this protoco
dependency). It will also have to be nade in line with TCP
Aut henti cation [RFC5925]. For SCTP, this functionality will be
based on the transport features "Change authentication

paraneters", "Cbtain authentication infornmation" and the initially
avai | abl e "Specify which chunk types nust always be
aut henticated". Note that SCTP also all ows per-nessage

configuration via "Specifying a key id to be used to authenticate
a message"”, which may affect Section 6.4.

0 Set Cookie life value
TBD in the next version (not yet sure howto handle the client vs.
server semantics of SCTP and TCP, respectively)

Fl ow Configuration

A flow can be assigned a priority or weight for a schedul er
Data Transfer

1. The Sender

This section discusses how to send data after flow establishnent.
Section 6.1 discusses the possiblity to hand over a nessage to send
before or during establishnent.

For conpatibility with TCP receiver semantics, we define an
"Application-Framed Bytestream. This is a bytestream where the
sending application optionally informs the transport about frane
boundari es and required properties per frame (configurable order and
reliability, or enbedding a request not to delay the acknow edgenent
of a frane). Whenever the sending application specifies per-frane
properties that relax the notion of reliable in-order delivery of
bytes, it nust assune that the receiving application is 1) able to
determi ne frame boundaries, provided that frames are al ways kept
intact, and 2) able to accept these rel axed per-frame properties.
Any signaling of such information to the peer is up to an
application-layer protocol and considered out of scope of this
docunent .

Here we |ist per-frame properties that a sender can optionally
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configure if it hands over a delinmited frane for sending with

congestion control, taken from Section 4:

o0 Configurable Message Reliability

0 Choice between unordered (potentially faster) or ordered delivery
of messages

0 Request not to bundl e nmessages

0 Request not to delay the acknow edgenent (SACK) of a nessage

Additionally, an application can hand over delimted franmes for
unreliabl e transm ssion w thout congestion control (note that such
appl i cations should perform congestion control in accordance with

[ RFC2914]). Then, none of the per-frame properties |isted above have
any effect, but it is possible to use the transport feature "Specify
DF field" to allow disallow fragnmentation

AUTHOR' S NOTE: do folks agree with this design? It ties
fragmentation to UDP only, because we called SCTP' s "Configure
message fragnentation" transport feature "automatable". It is indeed
quest i onabl e whet her applications need control over fragnentation
when they work with SCTP -- doing so creates a conplication for app
witers that may not be necessary, especially when nmessages can be

i nterleaved.

Foll owi ng Section 5.7, there are two new transport features and a

notification:

0 Query maxi mum unfragmented frane size
This is optional for a TAPS systemto offer, and if it is offered,
it informs the sender about the nmaxi num expected size of a data
frane that it can send without fragnentation. This can aid
applications inplenmenting Path MU Di scovery.

0 Query maxi mumtransport frane size
Irrespective of fragnmentation, there is a size limt for the
messages that can be handed over to SCTP or UDP(-Lite); because a
TAPS systemis independent of the transport, it nust allow a TAPS
application to query this value -- the maxi num size of a frame in
an Application- Framed- Byt estream

o Notify the application of a path change
If an application has disallowd fragnentation via the "Specify DF
field" transport feature, this notification may optionally tell it
that a path has changed (with a neans to identify the path, so
that the application can e.g. tell two flipping paths apart from
compl etely diverse path changes). This inforns the application
that it may have to repeat Path MIU Di scovery, and it can have
rel evance for application-Ilevel congestion control. For MPTCP and
SCTP, a TAPS systemcan inplenent this functionality using the
"Cbtain status (query or notification)" transport feature.

G essing & Vel zl Expi res Septenber 14, 2017 [ Page 33]



Internet-Draft M ni nral TAPS Transport Services March 2017

There are two nore sender-side notifications. These are unreliable,
i.e. a TAPS system cannot be assuned to inplenent them but they may
occur:
o Notification of send failures
A TAPS system nmay informa sender application of a failure to send
a specific frane. This was taken over unchanged from Section 4.

o Notification of draining below a | ow water mark
A TAPS system can notify a sender application when the TAPS
systemis filling | evel of the buffer of unsent data is below a
configurable threshold in bytes. Even for TAPS systens that do
i mpl ement this notification, supporting thresholds other than 0 is
opti onal

"Notification of draining below a |ow water mark” is a generic
notification that tries to enable uniform access to

"TCP_NOTSENT _LOMT" as well as the "SENDER DRY" notification (as

di scussed in Section 5.4 -- SCTP's "SENDER DRY" is a special case
where the threshold is 0). Note that this threshold and its
notification should operate across the buffers of the whole TAPS
system i.e. also any potential buffers that the TAPS systemitself
may use on top of the transport’s send buffer

6.4.2. The Receiver

A receiving application obtains an Application-Franed Bytestream

Simlar to TCP s receiver semantics, it is just streamof bytes. |If
frame boundaries were specified by the sender, a TAPS systemwi ||
still not informthe receiving application about them but franes

thenselves will always stay intact (partial frames are not supported
- see Section 5.1). Different fromTCP' s semantics, there is no
guarantee that all bytes in the bytestreamare received, and that all
of themare in the same sequence in which they were handed over by
the sender. |If an application is aware of frane delinmters in the
bytestream and if the sender-side application has inforned the TAPS
system about these boundaries and about potentially relaxed

requi renents regardi ng the sequence of frames or per-frame
reliability, frames within the receiver-side bytestream may be out-
of -order or m ssing.

7. Concl usion

By decoupling applications fromtransport protocols, a TAPS system
provides a different abstraction |evel than the Berkel ey sockets
interface. As with high- vs. |lowlevel progranm ng | anguages, a

hi gher abstraction level allows nore freedomfor automation bel ow the
interface, yet it takes sonme control away fromthe application
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programer. This is the design trade-off that a TAPS system

devel oper is facing, and this docunment provides gui dance on the
design of this abstraction |level. Sone transport features are
currently rarely offered by APls, yet they nust be offered or they
can never be used ("functional" transport features). Oher transport
features are offered by the APIs of the protocols covered here, but
not exposing themin a TAPS APl would allow for nmore freedomto

aut omate protocol usage in a TAPS system

The m nimal set presented in this docunment is an effort to find a

m ddl e ground that can be recomended for TAPS systens to inplenent,
on the basis of the transport features discussed in [TAPS2]. This
m ddl e ground elimnates a | arge nunber of transport features on the
basis that they do not require application-specific know edge, but
rather rely on know edge about the network or the Qperating System
This |l eaves us with an unanswered question about how exactly a TAPS
system shoul d autonmate using all these transport features.

The answers are different for every case. |In sone cases, it may be
best to not entirely automate the decision making, but leave it up to
a systemw de policy. For exanple, when nultiple paths are
avai l abl e, a systempolicy could guide the decision on whether to
connect via a WFi or a cellular interface. Such high-1level guidance
could al so be provided by application devel opers, e.g. via a
primtive that lets applications specify such preferences. As |ong
as this kind of information fromapplications is treated as advi sory,
it will not |lead to a permanent protocol binding and does therefore
not limt the flexibility of a TAPS system Decisions to add such
primtives are therefore | eft open to TAPS system desi gners.
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10. Security Considerations

Aut hentication, confidentiality protection, and integrity protection
are identified as transport features by [ RFC8095]. As currently
deployed in the Internet, these features are generally provided by a
protocol or layer on top of the transport protocol; no current full-
featured standards-track transport protocol provides all of these
transport features on its own. Therefore, these transport features
are not considered in this docunment, with the exception of native
aut hentication capabilities of TCP and SCTP for which the security
considerations in [RFC5925] and [ RFC4895] apply.
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Appendi x A.  Revision infornmation
XXX RFC-Ed pl ease renpbve this section prior to publication.
-02: inplenentation suggestions added, discussion section added,

term nol ogy extended, DELETED category renoved, various other fixes;
list of Transport Features adjusted to -01 version of [TAPS2] except
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that MPTCP is not included.
-03: updated to be consistent with -02 version of [TAPS2].

-04: updated to be consistent with -03 version of [TAPS2].
Reor gani zed docunent, rewote intro and concl usion, and nade a first
stab at creating a real "nmininmal set".
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