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Abst ract

Dat a-i ntensive analytics is entering the era of multi-domain,

geogr aphi cal l y-di stri buted, collaborative conmputing, where different
organi zations contribute various resources to collaboratively

coll ect, share and anal yze extrenely |arge anounts of data. Exanples
of this paradigminclude the Conpact Mion Sol enoid (CM5) and A

Toroi dal LHC Apparat uS (ATLAS) experinents of the Large Hadron

Col l'ider (LHC) program Massive datasets continue to be acquired,
simul ated, processed and anal yzed by globally distributed science
networks in these collaborations. Applications that nanage and

anal yze such nmssive data volunes can benefit substantially fromthe
i nformati on about networking, conputing and storage resources from
each nmenber’s site, and nore directly from network-resident services
that optim ze and | oad bal ance resource usage anong nultiple data
transfers and anal ytics requests, and achieve a better utilization of
mul tiple resources in clusters.

The Application-Layer Traffic Optim zation (ALTO protocol can
provi de via extensions the network information about different
clusters/sites, to both users and proactive network managenent
services where applicable, with the goal of inproving both
application performance and network resource utilization. 1In this
docunent, we propose that it is feasible to use existing ALTO
services to provides not only network information, but also
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i nformati on about conputation and storage resources in data analytics
networks. W introduce a uniformresource orchestration framework
(Uni corn), which achieves an efficient multi-resource allocation to
support |lowl atency dataset transfer and data intensive anal ytics for
col l aborative conmputing. It collects cluster information from

mul tiple ALTO services utilizing topol ogy extensions and | everages
emergi ng SDN control capabilities to orchestrate the resource

al l ocation for dataset transfers and anal ytics tasks, leading to

i nproved transfer and anal ytics latency as well as nore efficient
utilization of nulti-resources in sites.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on January 4, 2018.
Copyright Notice

Copyright (c) 2017 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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As the data volune increases exponentially over tine, data intensive
anal ytics is transiting fromsingle-domain conputing to nulti-
organi zati onal, geographically-distributed, collaborative conputing,
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where different organizations contribute various resources, e.g.
comput ati on, storage and networking resources, to collaboratively
coll ect, share and anal yze extrenely | arge amounts of data. One

| eadi ng exanple is the Large Hadron Collider (LHC) high energy
physics (HEP) program which ains to find new particles and
interactions in a previously inaccessible range of energies. The
scientific collaborations that have built and operate | arge HEP
experinental facilities at the LHC, such as the Conpact Mion Sol enoi d
(Cv5) and A Toroidal LHC ApparatuS (ATLAS), currently have nore than
300 petabytes of data under managenent at hundreds of sites around
the world, and this volune is expected to grow to one exabyte by
approxi mately 2018.

Wth such an increasing data volume, how to manage the storage and
anal ytics of these data in a globally distributed infrastructure has
becone an increasingly challenging issue. Applications such as the
Production ANd Distributed Anal ysis system (PanDA) in ATLAS and the
Physi cs Experiment Data Export system (PhEDEX) in CMS have been
devel oped to manage the data transfers anong different cluster sites.
G ven a data transfer request, these applications nmake data transfer
deci sions based on the availability of dataset replicas at different
sites and initiate retransm ssion froma different replica if the
original transmssion fails or is excessively delayed. And HTCondor
[HTCondor] is deployed to achi eve coarse-grained data anal ytics
paral l eli zati on across these sites. Wen a data analytics task is
submitted, HTCondor adopts a match-naking process to assign the task
to a certain set of servers in one site, based on the coarse-grained
description of resource availability, such as the nunber of cores,
the size of nenory, the size of hard disk, etc. However, neither
dataset transfers nor data anal ytics task parallelization takes fine-
grained informati on of cluster resources, such as data locality,
menory speed, network delay, network bandwi dth, etc., into account,

| eading to high data transfer and analytics |atency and
underutilization of cluster resources.

The Application-Layer Traffic Optim zation (ALTO services defined in
[ RFC7285] provide network information with the goal of inproving the
network resource utilization while maintaining or inproving
application performance. Though ALTO is not designed to provide

i nformati on about other resources, such as conputing and storage
resources in cluster networks, in this document we propose that
exascal e science networks can | everage existing ALTO services defined
in [ RFC7285] and ALTO topol ogy extension services defined in network
graph [ DRAFT- NETGRAPH], path vector [DRAFT-PV], routing state
abstracti on[ DRAFT- RSA], nulti-cost [DRAFT-M] and cost-cal endar

[ DRAFT-CC] and etc. to encode information about nultiple types of
resources in science networks, such as nenory |/O speed, CPU
utilization, network bandw dth, and provide such information to
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3.

orchestration applications to inprove the performance of dataset
transfer and data anal ytics tasks, including throughput, |atency,
et c.

Thi s docunent introduces a unified resource orchestration franmework
(Unicorn), which provides efficient multi-resource allocation to
support lowlatency, multi-domain, geo-distributed data anal ytics.
Uni corn provides a set of sinple APIs for authorized users to submt,
update and del ete dataset transfer requests and data intensive

anal ytics requests. One inportant proposal we nmake in this docunent
is that it is feasible to use ALTO services to provide not only
network information, but also information on other resources in

mul ti-domai n, geo-distributed anal ytics networks including conputing
and st orage.

A prototype of Unicorn with the dataset transfer schedul i ng conmponent
has been i nplenmented on a single-domain Caltech SDN devel opnent
testbed, where the ALTO OpenDaylight controller is used to collect
topol ogy information. W are currently designing the resource
orchestrati on conponents to achieve | owl atency data-intensive

anal ytics.

This docunent is organized as follows: Section 3 sunmarizes the
change of this docunment since version -01. Section 4 el aborates on
the motivation and chall enges for coordinating storage, conputing and
network resources in a globally distributed science network
infrastructure. Section 5 discusses the basic idea of encoding
multi-resource information into ALTO path vector and abstraction
services and gives an exanple. Section 6 lists several key issues to
address in order to realize the proposal of providing nulti-resource
i nformati on by ALTO topol ogy services. Section 7 gives the details
of Unicorn architecture for multi-domain, geo-distributed data

anal ytics. Section 8 discusses current devel opnent progress of

Uni corn and next steps.

Requi renment s Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

Changes Since Version -02

0 Add an exanple in Section 7 to show the inportance of network
information in resource allocation for data anal ytics.
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0 Update the architecture of Unicorn in Section 7, i.e., add the
entity locator and rename ANE aggregator to resource View
extractor.

0 Add detailed description of how the entity locator and the
resource view extractor work

0o Mnor changes in abstract and di scussi on sections.
4. Problem Settings
4.1. Motivation

Mul ti-domain, geo-distributed data analytics usually involves the
participation of countries and sites all over the world. Science
prograns such as the CVB experinent and the ATLAS experinent at CERN
are typical exanples. The site located at the LHC | aboratory is
called a Tier-0 site, which processes the data selected and stored
locally by the online systens that select and record the data in

real -tine as it cones off the particle detector, archives it and
transfers it to over 10 Tier-1 sites around the gl obe. Raw datasets
and processed datasets fromTier-1 sites are then transferred to over
160 Tier-2 sites around the world based on users’ requests.

Different sites have different resources and belong to different

adm ni stration donmains. Wth the exponentially increasing data
volume in the CM5 experinent, the managenent of |arge data transfers
and data intensive analytics in such a global nulti-domain science
net wor k has becone an increasingly challenging issue. Allocating
resources in different clusters to fulfill different users’ dataset
transfer requests and data anal ytics requests require carefu
orchestrating as different requests are conpeting for linited
storage, conputation and network resources.

4.2. Challenges

O chestrating exascal e dataset transfers and analytics in a globally
di stributed science network is non-trivial as it needs to cope with
two chal | enges.

o Different sites in this network belong to different adnministration
domai ns. Sharing raw site/cluster information would viol ate
sites’ privacy constraints. Orchestrating data transfers and
anal ytics requests based on highly abstracted, non-real-tine
network information may | ead to suboptimal schedul i ng deci sions.
Hence the orchestrating framework nust be able to collect
sufficient resource information about different clusters/sites in
real-tine as well as over the longer term to allow reasonably
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5.

5.

optimized network resource utilization without violating sites
privacy requirenents

o Different science prograns tend to adopt different software
infrastructures for nmanagi ng dataset transfers and anal ytics, and
may place different requirenents. Hence the orchestrating
framework nmust be nmodular so that it can support different dataset
managenent systemnms and different orchestrating al gorithns.

The orchestrating framework nust support the interaction between the
mul ti-resource orchestration nodul e, the dataset transfer nodul e, and
the data anal ytics execution nodule. The key information to be
exchanged between nodul es includes dataset information, the resource
state of different clusters and sites, the transfer and anal ytic
requests in progress, as well as trends and network-segment and site
performance fromthe network point of view Such interaction ensures
that (1) the various prograns can adopt their own data transfer and
anal ytics systens to be nulti-resource-aware, and nore efficient in
achieving their goals; and (2) the various orchestrating al gorithms
can achi eve a reasonably optim zed utilization on not only the
networ k resource but also the conputing and storage resources.

Basi c | dea
1. Use ALTO services to provide nulti-resource information

The ALTO protocol is designed to provide network information to
applications so that applications can achi eve better perfornmance and
the network nore efficient use of resources. Different ALTO topol ogy
services including path vector, routing state abstraction, nulti-
cost, cost cal endar, etc., have been proposed to provide fine-grained
network information to applications. In this docunment, we propose
that not only can ALTO provide network information of different
cluster sites, it can also provide information of nultiple resources,
i ncludi ng conputing and storage resources. To this end, the basic
"one-bi g-switch" abstraction provided by the base ALTO protocol is
not sufficient. Several exanples have already been given in

[ DRAFT- PV] and [ DRAFT-RSA] to denonstrate that. There has been a
sim | ar proposal before about using ALTO to provide resource
information for data centers [DRAFT-DC]. However, that proposa
requires a new information nodel for clusters or data centers, which
may affect the conpatibility of ALTO. The solution of this proposal

is sinpler. Its basic idea is that each conmputer node and storage
node can be seen as an "abstract network elenment” defined in ALTO
pat h-vector [DRAFT-PV]. In this way, Unicorn can fully reuse al

exi sting ALTO services by introducing only one cost-node (pv) and two
cost-netrics (ne and ane), instead of introducing a new infornation
nodel .
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5.2. Exanple 1. network information inpacts data anal ytics scheduling

I I I I
| | ehl | | | | eh3 | |
| - o | - o
I I I I
I I I I
I I I I
I I I I
| - I | - I
| | eh2 | | | | ehd | |
| e | e
Site 1 Site 2

di stance(ehl, eh2) = 2 di stance(ehl, eh2) = 2

Figure 1: An Exanple for Data Locality Information

We first use the exanple in Figure 1 to show that only network
information itself has a huge inpact on resource allocation for data
analytics. In this scenario, a MapReduce task needs to be executed.
The input data has two copies at end hosts ehl and eh3, respectively.
And the end hosts eh2 and eh4 will be the conputation nodes with the
same conputation power, correspondingly. Using the common data

anal ytics resource nmanagenent framework such as Hadoop it can be
reveal ed that both allocation options, i.e., ehl->eh2 and eh3->eh4,
have a storage-conputation distance of 2, i.e., they have the sane
data locality fromHadoop’s view. As a result, it appears that both
options would provide the same performance for this task

However, assune that the bandw dth between ehl and eh2 is 100Mv/ s
whil e that between eh3 and eh4 is 1Gh/s. These significant different
data accessi ng speeds decide that these options have very different
performances for the sane task and the only optimal allocation option
is to allocate this task to eh3->eh4. This exanple denonstrates the
i mperativeness of network information in nmaking efficient resource

al | ocation decisions. Such information is not provided in Hadoop or
other simlar or related projects such as Mesos. On the contrary, if
ALTO servers are deployed at these sites, applications can retrieve
such information via ALTO queri es.

Xi ang, et al. Expi res January 4, 2018 [ Page 8]



Internet-Draft ExaScal e Network Optim zation July 2017

5.3. Exanple 2: encode nulti-resources in abstract network el ements

We use the sane dunbbell topology in [ DRAFT-RSA] as an exanple to
show the feasibility of using ALTO topol ogy service to provide nulti-
resource information. 1In this topology, we assunme the bandwi dt h of
each network cable is 1Gops, including the cables connecting end
hosts to switches. Consider a dataset transfer request which needs
to schedule the traffic among a set of end host source-destination
pairs, say ehl -> eh2, and eh3 -> eh4. Assune that the transfer
application receives information fromthe ALTO Cost Map service that
both ehl -> eh2 and eh3 -> eh4 have bandwi dth 1Gops. In [ DRAFT- RSA],
it is showmn that whether each of the two traffic flows can receive
1Ghps bandwi dt h depends on whether the routes of two flows share a
bottl eneck link. Path vector and routing state abstraction services
provi de additional information about network state encoded in

abstract network elements. |If the returned state is anel + ane2 <=
1CGhps, it neans two flows cannot each get 1Gbps bandwi dth at the sane
time. |If the returned state is anel <= 1Ghps and ane2 <= 1Gops, it

means two flows each can get 1Cbps bandwi dt h

- - - - - +
I I

--+ SWo +- -

/ | | \

PID1 +----- + / F------ + \ +----- + PID2
ehl | | / \ 1 | __eh2
| swl | \ +--+---+ +---4--+ | sw2 |
Foooek A | | |/ Fooooot

\ | swo +--------- + sw7 |
PID3 +----- + ! | | | [\ +----- + PID4
eh3__ | | /- + F------ +\ | __eh4
| sw3 | | sw4 |
R + R +

Figure 2: A Dunbbell Network Topol ogy

O her than network resource, assune in this topology ehl and eh3 are
equi pped with commodity hard disk drives (HDD) while eh2 and eh4 are
equi pped with SSDs. Because the bandw dth of an HDD is typically
0.8Chps and that of SSD is typically 3Gps. Even if the returned
routing state is anel <= 1Gops and ane2 <=1Cbps, the actua

bottl eneck of each traffic flowis the storage 1/0O bandw dth at
source host. As aresult, the total bandwi dth of both traffic flows
can only reach 1. 6Chps
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It has been verified in the CVS experinment, and al so several studies
on commercial data centers that network resource are not always the
bottl eneck of |arge dataset transfers and data analytics. Many have
reported that storage resources and conputing resources becone the
bottleneck in a fairly large percentage of dataset transfers and data
anal ytics tasks in science networks and conmerci al data centers.

In this exanple, if we look at the end hosts as abstract network

el ements, the storage I/O bandwi dth of each host can al so be encoded
as an abstract elenent into the path-vector. And under the storage
and route settings above, the returned cluster state would be anel
<=0. 8Gbhps and ane2 <=0.8CGhps, which provides a nore accurate capacity
region for the requested traffic flows.

6. Key Issues

The | ast section described the basic idea of using ALTO topol ogy
services to provide nulti-resource information and gives an exanpl e
to denonstrate its feasibility. Next we list and discuss several key
i ssues to address in this proposal

0 Can ALTO topol ogy services provide data locality information?
Exi sting ALTO topol ogy services do not provide such infornmation.
Many studi es have pointed out that such information plays a vita
role in reducing the | atency of data-intensive analytics. |[If ALTO
topol ogy services can encode such information together with
i nformati on of other resources together, data-intensive
applications can benefit a great deal in terns of information
aggregation and conmuni cati on over head.

0 How to quickly map applications’ resource allocation decision on
abstract nulti-resource view back to the physical multi-resource
view of clusters/sites? Fine-grained resource information can be
encoded into abstract network el enments to reduce overhead and
provide certain privacy protection of clusters. Such information
can be highly conpressed (see the dunmbbell exanple used in this
docunment as well as in [DRAFT-PV] and [DRAFT-RSA]). In
prelimnary evaluations on RSA, the network el enment conpression
ratio can be as high as 80 percent. This ratio is expected to be
even higher in large-scale data center or cluster setting, e.g. a
fat-tree topology with k=48. Therefore a fast mapping fromthe
resource orchestration decisions based on the abstract view back
to the physical viewis needed to satisfy the stringent |atency
requi renent of |arge dataset transfers and data-intensive
anal ytics.

0 How much privacy, including key resource configurations, raw
topol ogy, intra-cluster scheduling policy, etc., will be exposed?
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Conpared with the "one-big-switch" abstraction, other ALTO

topol ogy services such as path vector [DRAFT-PV] and routing state
abstraction [ DRAFT- RSA] provide fine-grained resource information
to applications. Even if such information can be encoded into
abstract network elenments, it still risks exposing private
information of different clusters/sites. Current internet drafts
of these services did not provide any formal privacy analysis or
performance neasurenent. This would be one of the key issues this
docunent plans to investigate in the future.

How does current ALTO services such as path-vector and RSA scal e
when they are used to provide abstract information concerning

mul tiple resources in clusters? Another issue along this line is
how to bal ance the liveness of fine-grained resource information
and the corresponding information delivery overhead? Although
encodi ng i nformation of network el enents into abstract network

el ements can achieve a very conpetitive information conpression
ratio, |arge dataset transfers and anal ytics applications al ways
i nvol ve many network elements in nultiple clusters/sites and the
absol ute number of involved network el ements keep increasing as
the scale of clusters increase. |In addition, when resource
information in a cluster changes, the ALTO services need to inform
all related applications. |In either cases, delivering fine-

grai ned resource informati on woul d cause high conmmuni cati on
overhead. There still lacks of an analytics or experinental

under standi ng on the scalability of path-vector and RSA servi ces.

7. Unified Resource Orchestration Franmework

7.1.

Thi
Uni

Architecture

s section describes the design details of key conponents of the
corn framework: the workflow converter, the resource demand

estimator, the ALTO clients, the ALTO servers, the resource view
extractor, the multi-resource orchestrator and the execution agents.
Figure 3 shows the architecture of Unicorn. The overall process is

as
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/ | | 10 | \
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| | Resource View |Entity | | | Entity | | Resource View |
| | Extractor | |Locator]| | | Locator| | Extractor | |
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I | 8 | 5 I 5| | 8 I
[ | ALTOdient(s) | .-| Execution | | ALTO dient(s) | [
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| | ALTO Server(s) | / \ |.ALTO Server (s) | |
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[ | 7 /11 11\ | 7 [
I o L [
| Site 1 | | Site N |
I I

Figure 3: Architecture of Unicorn

0 STEP 1 Authorized users subnmit high-level data anal ytics workfl ows
to Unicorn through a set of sinple APIs.

o STEP 2 The workfl ow converter transforms the high-1evel data
anal ytics workflows into | owlevel task workflows, i.e., a set of
anal ytics tasks with precedence encoded in a directed acyclic
graph (DAG.
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Uni

STEP 3 The resource demand estimator automatically finds the
optimal configuration (resource demand) of each task, i.e., the
nunber of CPUs, the size of nenory and disk, 1/0O bandw dth, etc.

STEP 4 The nul ti-resource orchestrator receives the resource
demand of a set of tasks and sends themto the entity |ocator at
each site.

STEP 5 The entity | ocator at each site retrieves the entity
addresses of the end hosts that woul d be allocated for the tasks
to be schedul ed, and passes these addresses to the ALTO clients,
and asks the ALTO clients to collect information about these end
hosts, i.e., properties of correspondi ng conputing, storage and
net wor ki ng resources.

STEP 6 The ALTO clients issue ALTO queries defined in the base
ALTO protocol [RFC7285], e.g., EPS, ECS, Network Map, etc. and
ALTO ext ension services, e.g., routing state abstraction (RSA)

[ DRAFT- RSA], path vector [DRAFT-PV], network graph

[ DRAFT- NETGRAPH], mul ti-cost [DRAFT-MI], cost-cal endar [ DRAFT- CC]
and property map [ DRAFT-PM, to collect resource information

STEP 7 The ALTO servers at each site accept the queries fromthe
ALTO client, collect resource information fromthe residing site
and send back to the ALTO clients.

STEP 8 The ALTO clients send the response from ALTO servers to the
resource view extractor.

STEP 9 The extractor uses a |ightweight, optimal algorithmto
conpress the raw resource information provided by ALTO servers
into a mnimal, equivalent view of resources and sends back to the
mul ti-resource orchestrator.

STEP 10 The orchestrator makes resource allocation decisions,
e.g., dataset transfer scheduling and anal ytics task placenent,
based on the resource demand of anal ytics tasks and the resource
supply sent back fromthe resource view extractor. Decisions are
then sent to the execution agents depl oyed in corresponding sites.

STEP 11 The execution agents receive and execute instructions from
the multi-resource orchestrator. They also nonitor the status of
different tasks and send the updated status to the nulti-resource
orchestrator.

corn provides a unified, automatic solution for nulti-domain, geo-

distributed data analytics. |In particular, its benefits include:
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7

7

2

2

0 On the resource demand side, it provides a set of sinple APIs for
aut hori zed users to submt and manage data anal ytics requests and
enabl es real -time requests’ status nonitoring. And it
automatically converts high-level analytics workflowinto | ow
| evel task workflows and finds the optinal configuration for each
t ask.

0 On the resource supply side, it collects the resource information
of different sites through a common, REST based interface
specified by the ALTO protocol, encodes such information into
different entity abstractions and conputes a mininmal, yet accurate
vi ew on resource supply dynanic.

o It provides a scalable multi-resource orchestrator that nakes
efficient resource allocation decisions to achieve high resource
utilization and | ow | atency data anal yti cs.

0 The architecture of Unicorn is nodular to support different
resource orchestration algorithns and the depl oyment of different
ALTO servers.

Wor kf | ow convert er

The converter is the front end of Unicorn. It is responsible for
coll ecting high-level data anal ytics workflows fromusers and
transformng theminto | owlevel task workflows, e.g., HTCondor
ClassAds. It provides a set of sinmple APIs for users to submt and
manage requests, and to track the status of requests in real-tine.

1. User API
0 subm tReq(request, [options])

This APl allows users to subnit a request and specify
correspondi ng options. The request can be a data transfer request
or a data analytics request. Request options include priority,
delay, etc. It returns a request identifier reqlD that allows
users to update, delete this request or track its status. The
additional options may or may not be approved, and the relative
priorities may be nodified by the resource orchestrator depending
on the role of users (regular users or adninistrators at different
| evel s), the resource availability and the status of other ongoing
requests.

0 updat eReq(requestI D, [options])

This APl allows users to update the options of requests. It will
return a SUCCESS if the new options are received by the request
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parser. But these new options may or nay not be approved, and may
be nodified by the resource orchestrator depending on the role of
users (regular users or admnistrators), the resource availability
and the status of other ongoi ng requests.

0 del eteReq(requestl|D)

This APl allows users to delete a request by passing the
correspondi ng requestI D. A conpl eted request cannot be del et ed.
An ongoi ng request will be stopped and the output data will be
del et ed.

0 getReqStatus(requestl| D)

This APl allows users to query the status of a request by
specifying the correspondi ng requestI D. The returned status

i nformati on includes whether the request has started, the assigned
priority, the percentage of finished sub-requests, transnission
statistics, the expected remaining time to finish, etc.

7.3. Resource Denmand Esti mat or

The estimator |everages the fact that | owlevel tasks are typically
repetitive or have very high simlarities. It uses reinforcenent
learning to predict the optimal configuration for each task and
passes the resource demand to the multi-resource orchestrator for
further processing.

7.4. Entity Locator

The task configurations conputed by the demand estimator has no

know edge on the underlying structure of topology of each site, i.e.
the addresses of end hosts and network devices. Hence they cannot be
directly used by the ALTO clients for querying resource infornmation
The entity locator retrieves the entity addresses of the end hosts
that would be allocated for the tasks to be schedul ed, and passes
these addresses to the ALTO clients, and asks the ALTO clients to
collect information about these end hosts, i.e., properties of
correspondi ng conputing, storage and networking resources.

7.5. ALTO dient

The ALTO client is in the back end of Unicorn and is responsible for
retrieving resource information through querying ALTO servers

depl oyed at different sites. The resource information needed in

Uni corn includes the topol ogy, |ink bandw dth, conputing node nenory
I/ O speed, conputing node CPU utilization, etc. The base ALTO

prot ocol [RFC7285] provides an extrene singl e-node abstraction for
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this information, which only allows the multi-resource orchestrator
to nmake coarse-grai ned resource allocation decisions. To enable
fine-grained nmulti-resource orchestration for dataset transfer and
data analytics in cluster networks, ALTO topol ogy extension services
such as routing state abstraction (RSA) [ DRAFT- RSA], path vector

[ DRAFT- PV], network graph [ DRAFT- NETGRAPH], nulti-cost [DRAFT-MI] and
cost-cal endar [ DRAFT-CC] are needed to provide fine-grained

i nformati on about different types of resources in clusters.

7.5.1. Query Mode

The ALTO client should operate in different query nodes dependi ng on
the inplenentation of ALTO servers. |If an ALTO server does not
support increnmental updates using server-sent events (SSE)

[ DRAFT- SSE], the ALTO client sends queries to this server
periodically to get the latest resource information. |If the cluster
state changes after one query, the ALTO client will not be aware of
the change until next query. |If an ALTO server supports SSE, the
ALTO client only sends one query to the ALTO server to get the
initial cluster information. When the resource state changes, the
ALTO client will be notified by the ALTO server through SSE.

7.6. ALTO Server

ALTO servers are deployed at different sites around the world, and at
strategic locations in the network itself, to provide information
about different types of resources in the cluster networks in
response to queries fromthe ALTO client. Such information include
topol ogy, link bandwi dth, nenory |1/O speed and CPU utilization at
computi ng nodes, storage constraints in storage nodes and etc. Each
ALTO server must provide basic information services as specified in

[ RFC7285] such as network map, cost map, endpoint cost service (ECS)
etc. To support the fine-grained nulti-resource allocation in

Uni corn, each ALTO server should al so provide nore fine-grained

i nformati on about different resources in clusters through ALTO
extension services such as the routing state abstracti on [ DRAFT- RSA],
path vector [DRAFT-PV], network graph [ DRAFT- NETGRAPH], multi - cost

[ DRAFT- MC] and cost - cal endar [ DRAFT-CC|] servi ces.

7.7. Resource View Extractor

In each site, the resource information collected by the ALTO clients
is not directly sent back to the orchestrator. Instead, we design a
resource view extractor to conpress the resource information provided
by the ALTO servers into a mnimal, equivalent view of all the
resources, i.e., conputing, storage and networking resources, that
woul d be allocated to a set of tasks. The extractor works in the
fol |l owi ng steps.
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Xi ang,

Resour ce- Task Matri x

Dependi ng on specific services provided by the ALTO servers, the
responses collected by ALTO clients nmay include information of
different entities, e.g., endpoints, PIDs, ane, etc. Each entity
possesses a set of resources available for tasks to be schedul ed.
For each entity property p in the responses, such as bandwi dth,
delay, etc., the extractor conmposes an entity-task matrix Mp).
Each row of this Mp) represents an entity in the responses

provi des information about property p and each colum represents a
task to be schedul ed. The elenment m(i, j) of Mp) is a variable
representing the anount of property p of entity i that task j can
get.

Resour ce- Task Constraints

For each property p, the extractor conposes a series of resource-
task constraints. The first set of constraints is sumn(i, j) =
r(p, j) for each task j. These constraints calculate r(p, j), the
total anount of property p provided toj by all the entities. The
exact rule of summation depends on the property p. For instance,
if pis latency, the sunmation is through conmon addition
operations, but if pis bandwidth, the sunmmation is a m ni num
function.

The second set of constraints is sumn(i, j) <=r(p, i) for each
entity i. These constraints represent the usage of resource i on
property p for all the tasks cannot exceed the capacity of
resource i on this property. The exact rule of summation al so
depends on the property p. For instance, if p is bandwi dth, the
summation is through common addition operations, but if pis

| atency, the constraints become m(i,j) =r(p, i) for each each
entity i and each task j. This neans that entity i provides the
same del ay property for each task.

Resour ce Vi ew Conpression

The whol e set of resource-task constraints are linear, and express
the view of resources that are available for the tasks to be
schedul ed. The extractor uses a |lightweight, optimal algorithmto
conpress theminto a mninal, equivalent view of resources, i.e.

a mniml set of linear constraints that represent the same
feasible region as the original constraints. The basic idea of
this algorithmis described in [ DRAFT- RSA].
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7.8. [Execution Agents

Executi on agents are deployed at each site and are responsible for
the follow ng functions:

0 Receive and process instructions fromthe nulti-resource
orchestrator, e.g. dataset transfer scheduling, data anal ytics
task placenent and execution, task update and abortion, etc.

o0 DMonitor the status of data analytics tasks and send the updated
status to the nulti-resource orchestrator

Dependi ng on the supporting data anal ytics frameworks, different
request execution agents may be deployed in each site. For instance,
in the CM5 experinent at CERN, both MPI and Hadoop execution agents
are depl oyed.

7.9. Milti-Resource Orchestrator

The nulti-resource orchestrator receives the resource denand
information, i.e., a set of lowlevel task workflows and their
configurations, fromthe resource demand estimator. It then asks the
entity locator in each site to get the addresses of end hosts that
woul d be allocated for the tasks to be scheduled and ALTO clients to
query properties related to these end hosts. Wen the resource view
extractor sends the response back, the orchestrator makes resource

al | ocation decisions, e.g., dataset transfer scheduling and anal ytics
task execution, based on both resource demand dynam ¢ and resource
supply dynamic. The dataset transfer scheduling decisions include
dataset replica selection, path selection, and bandw dth all ocation
etc. The analytics task execution decisions include which cluster
shoul d all ocate how nuch resources to execute which tasks. These
decisions are sent to the execution agents at different sites for
executi on.

7.9.1. Ochestration Algorithns

The modul ar design of Unicorn allows the adoption of different
orchestration al gorithns and net hodol ogi es, dependi ng on the specific

performance requirenents. |In Section 7.8.3, a nmax-mn fairness
resource allocation algorithmfor dataset transfer is described as an
exanpl e.

7.9.2. Online, Dynam c Orchestration
The nmulti-resource orchestrator should adjust the resource all ocation

deci si ons based on the progress of ongoing requests, the utilization
and dynamics of cluster resources. |In normal cases, the nulti-
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resource orchestrator periodically collects such information and
executes the orchestration algorithm Wen it is notified of events
such as request status update, cluster state update and etc., the
orchestrator will also execute the orchestration algorithmto adjust
resource allocations.

7.9.3. Exanple: A Max-Mn Fairness Resource Allocation Al gorithm

In this section, we describe a max-mn fair resource allocation
(MFRA) scheduling algorithmwhich ains to nininmze the naxinal tine
to conplete a dataset transfer subject to a set of constraints. To
make resource allocation decisions, M-RA requires sufficient network
i nformation including topology, |ink bandwi dth and recent historica
information in sone cases. In a small-scale single-domain network,
an SDN controller can provide the raw conpl ete topol ogy information
for the MFRA algorithm However, in a large-scale nulti-donain

sci ence network such as CMS, providing the raw network topology is
i nf easi bl e because (1) it would incur significant conmunication
overhead; and (2) it would violate the privacy constraints of sone
sites. Several ALTO extension topology services including Abstract
Pat h Vector [DRAFT-PV], Network G aphs [ DRAFT- NETGRAPH and RSA

[ DRAFT- RSA] can provide the fine-grained yet aggregated/abstract
topol ogy information for MFRA to efficiently utilize bandw dth
resources in the network

Ongoi ng pre-production depl oynment efforts of Unicorn in the CMV5
networ k involve the inplenentation of the RSA service. Oher than
topol ogy information, the additional input of the MFRA algorithmis
the priority of each class of flows, expressed in terns of upper and
lower linmts on the allocated bandw dth between the source and the
destination for each data transfer requests.

The basic idea of the MFRA algorithmis to iteratively maxim ze the
vol ume of data that can be transferred subject to the constraints.

It works in quantized time intervals such that it schedul es network
pat hs and data volunes to be transferred in each tine slot. Wen the
DTR scheduler is notified of events such as the cancellation of a
DTR, the conpletion of a DIR or network state changes, the MFRA
algorithmw Il also be invoked to nmake updated network path and
bandwi dt h al | ocati on deci si ons.

In each execution cycle, MFRA first nmarks all transfers as
unsaturated. Then it solves a linear programing nodel to find the
common mini mumtransfer satisfaction rate (i.e., the ratio of
transferred data volune in a tinme interval over the whole data vol unme
of this request) that is satisfied by all transfer requests. Wth
this common rate found, M-RA then randomy selects an unsaturated
request in each iteration, increases its transfer rate as nuch as
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possi bl e by finding residual paths available in the network, or by

i ncreasing the allocated bandwi dth al ong an existing path, until it
reaches its upper limt or can otherw se not be increased further, so
it is saturated. At each iteration, newy saturated requests are
renoved fromthe subsequent process by fixing their corresponding
rate value, and conpleted transfers are renmoved from further
consideration. After all the data transfer rates are saturated in
the given time slot, then a feasible set of data transfer vol unes
schedul ed to be transferred in the slot across each link in the

net work can be derived.

The MFRA algorithmyields a full utilization of limted network
resources such as bandwi dth so that all DTR can be conpleted in a
timely manner. It allocates network resources fairly so that no DIR
suffers starvation. It also achieves |oad bal ance anong the sites
and the network paths crossing a conplex network topol ogy so that no
site and no network link is oversubscribed. Mreover, MRA can
handl e the case where particular routing constraints are specified,
e.g., where all routes are fixed ahead of tinme, or where each
transfer request only uses one single path in each tinme slot, by

i ntroduci ng an additional set of |inear constraints.

8. Di scussion
8.1. Depl oynent

The Unicorn framework is the first step towards a new cl ass of
intelligent, SDN-driven global systens for nulti-domain, geo-

di stributed data anal ytics involving a worl dwi de ensenbl e of sites
and networks, such as CMS and ATLAS. Unicorn relies heavily on the
ALTO services for collecting and expressing abstract, real-tine
resource information fromdifferent sites, and the SDN centralized
control capability to orchestrate data anal ytics workflows. It ains
to provide a new operational paradigmin which science prograns can
use conpl ex network and conputing infrastructures with high

t hroughput, while allowi ng for coexistence with other network
traffic.

A prototype case study inplenentation of Unicorn has been
denonstrated on the Caltech/ StarLight/M chigan/ Ferm | ab SDN

devel opnent testbed. Because this testbed is a single-donain
network, the current Unicorn prototype | everages the ALTO
OpenDayl i ght controller, to collect topology information. The CMS
experinment is currently exploring pre-production depl oynents of

Uni corn, | ooking towards future w despread production use. To
achieve this goal, it is inperative to collect sufficient resource
information fromthe various sites in the multi-domain CV5S network,
wi t hout causing any privacy leak. To this end, the ALTO RSA service
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[ DRAFT- RSA] is under devel opment. Furthernore, as will be discussed
next, other ALTO topol ogy extension services can al so substantially
i nprove the performance of Unicorn

8.2. Benefiting From ALTO Ext ensi on Services

The current ALTO base protocol [RFC7285] exposes network topol ogy and
endpoi nt properties using the extrene "ny-Internet-view
representation, which abstracts a whole network as a single node that
has a set of access ports, with each port connects to a set of end
hosts call ed endpoints. Such an extrene abstraction |leads to
significant information | oss on network topol ogy [ DRAFT-PV], which is
the key information for Unicorn to make dynam ¢ scheduling and
resource allocation decisions. Though Unicorn can still allocate
resource for data transfer and anal ytics requests on this abstract
view, the resource allocation decisions are subopti nal

Al ternatively, feeding the raw, conplete network topol ogy of each
site to Unicorn is not desirable, either. First, this would violate
privacy constraints of different sites. Secondly, a raw network
topol ogy woul d significantly increase the probl em space and the
solution space of the orchestrating algorithm |leading to a |ong
conputation tine. Hence, Unicorn desires an ALTO topol ogy service
that is able to provide only enough fine-grai ned topol ogy

i nformation.

Several ALTO topol ogy extension services including Path Vector

[ DRAFT- PV], Network Graphs [ DRAFT- NETGRAPH and RSA [ DRAFT- RSA],

[ DRAFT-PM are potential candidates for providing fine-grained
abstract network formation to Unicorn. In addition, we propose that
these services can al so be used to provide infornmation about
computing and storage resources of different cluster/sites by view ng
each conputing node and storage node as a network el enent or abstract
network el enment. For instance, the path vector service supports the
capacity region query, which accepts nultiple concurrent data flows
as the input and returns the infornmation of bottl eneck resources,

whi ch could be a set of |inks, conputing devices or storage devices,
for the given set of concurrent flows. This information can be
interpreted as a set of linear constraints for the nmulti-resource
orchestrator, which can help data transfer and anal ytics requests
better utilize nultiple types of resources in different clusters.

8.3. Linitations of the MFRA Al gorithm

The first limtation of the MFRA algorithmis conputation overhead.
The execution of M-RA invol ves solving linear progranm ng problens
repeatedly at every tinme slot. The overhead of conputation tine is
acceptable for small sets of dataset transfer requests, but may

i ncrease significantly when handling | arge sets of requests, e.g.
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hundreds of transfer requests. Current efforts towards addressing
this issue include exploring the feasibility of increnenta

comput ation of scheduling policies, and reducing the problem scal e by
finding the mnimal equivalent set of constraints of the linear
programm ng nodel. The latter approach can benefit substantially
fromthe ALTO RSA servi ce [ DRAFT- RSA].

The second limtation is that the current version of MFRA does not

i nvol ve dataset replica selection. Sinply denoting the replica

sel ection as a set of binary constraint will significantly increases
the conputation conplexity of the scheduling process. Current
efforts focus on finding efficient algorithns to nmake dataset replica
sel ection.

9. Security Considerations

Thi s docunent does not introduce any privacy or security issue not
al ready present in the ALTO protocol

10. | ANA Consi der ati ons

Thi s docunent does not define any new nedia type or introduce any new
I ANA consi derati on.
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