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Abst ract

DNS- SD (DNS Service Discovery) nornally discloses information about
both the devices offering services and the devices requesting
services. This information includes host nanmes, network paraneters,
and possibly a further description of the correspondi ng service

i nstance. Especially when nobile devices engage in DNS Service

Di scovery over Miulticast DNS at a public hotspot, a serious privacy
probl em ari ses.

We propose to solve this problemby a two-stage approach. 1In the
first stage, hosts discover Private Discovery Service |Instances via
DNS- SD using special formats to protect their privacy. These service
i nstances correspond to Private Discovery Servers running on peers.
In the second stage, hosts directly query these Private Di scovery
Servers via DNS-SD over TLS. A pairwi se shared secret necessary to
establish these connections is only known to hosts authorized by a
pai ring system

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on January 4, 2018.
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1. Introduction

DNS- SD [ RFC6763] over nDNS [ RFC6762] enabl es configurationl ess
service discovery in local networks. It is very convenient for

users, but it requires the public exposure of the offering and
requesting identities along with information about the offered and
requested services. Parts of the published information can seriously
breach the user’s privacy. These privacy issues and potentia
solutions are discussed in [ KWM4a] and [ KW4b].

There are cases when nodes connected to a network want to provide or
consune services w thout exposing their identity to the other parties
connected to the same network. Consider for exanple a traveler
wanting to upload pictures froma phone to a | aptop when connected to
the W-Fi network of an Internet cafe, or two travel ers who want to
share files between their |aptops when waiting for their plane in an
ai rport | ounge.

We expect that these exchanges will start with a discovery procedure
usi ng DNS- SD [ RFC6763] over nDNS [ RFC6762]. One of the devices will
publish the availability of a service, such as a picture library or a
file store in our exanples. The user of the other device wll

di scover this service, and then connect to it.

When anal yzing these scenarios in Section 2, we find that the DNS-SD
messages |l eak identifying informati on such as the instance nane, the
host nane or service properties. W review the design constraint of
a solution in Section 3, and describe the proposed solution in
Section 4.

Whil e we focus on a nDNS-based distribution of the DNS-SD resource
records, our solution is agnostic about the distribution nmethod and
al so works with other distribution nethods, e.g. the classica

hi erar chi cal DNS.
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1.1. Requirements

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

2. Privacy Inplications of DNS-SD

DNS- Based Service Discovery (DNS-SD) is defined in [RFC6763]. It

all ows nodes to publish the availability of an instance of a service
by inserting specific records in the DNS ([ RFC1033], [RFC1034],

[ RFC1035]) or by publishing these records locally using nulticast DNS
(nDNS) [ RFC6762]. Avail able services are described using three types
of records:

PTR Record: Associates a service type in the domain with an
"instance" nane of this service type

SRV Record: Provides the node nane, port nunmber, priority and wei ght
associated with the service instance, in conformance with
[ RFC2782] .

TXT Record: Provides a set of attribute-value pairs describing
specific properties of the service instance.

In the remaining subsections, we will review the privacy issues

rel ated to publishing instance nanes, node nanes, service attributes
and other data, as well as review the inplications of using the

di scovery service as a client.

2.1. Privacy Inplication of Publishing Service |Instance Nanes

In the first phase of discovery, the client obtains all the PTR
records associated with a service type in a given naning donain.

Each PTR record contains a Service Instance Nanme defined in Section 4
of [ RFC6763]:

Servi ce Instance Nane = <lnstance> . <Service> . <Domai n>

The <l nstance> portion of the Service Instance Nane is neant to
convey enough information for users of discovery clients to easily
sel ect the desired service instance. Nodes that use DNS-SD over nDNS
[ RFC6762] in a nobile environment will rely on the specificity of the
instance nanme to identify the desired service instance. |n our
exanpl e of users wanting to upload pictures to a laptop in an
Internet Cafe, the list of available service instances nay | ook like:
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Alice’s | mages . _imageStore. _tcp . loca
Alice’ s Mbile Phone . _presence. _tcp . loca
Al'ice’ s Not ebook . _presence. _tcp . local
Bob’ s Not ebook . _presence. _tcp . loca
Carol ' s Not ebook . _presence. _tcp . local

Alice will see the Iist on her phone and understand intuitively that
she should pick the first item The discovery will "just work".

However, DNS-SD/nDNS will reveal to anybody that Alice is currently
visiting the Internet Cafe. It further discloses the fact that she
uses two devices, shares an inmage store, and uses a chat application
supporting the _presence protocol on both of her devices. She m ght
currently chat with Bob or Carol, as they are also using a _presence
supporting chat application. This information is not just available
to devices actively browsing for and offering services, but to
anybody passively listing to the network traffic.

2.2. Privacy Inplication of Publishing Node Nanes

The SRV records contain the DNS nanme of the node publishing the
service. Typical inplenmentations construct this DNS nane by
concatenating the "host nane" of the node with the nane of the |oca
domain. The privacy inplications of this practice are reviewed in

[ RFC8117]. Depending on naming practices, the host name is either a
strong identifier of the device, or at a mininmuma partial
identifier. It enables tracking of both the device, and, by
extension, the device’'s owner

2.3. Privacy Inplication of Publishing Service Attributes

The TXT record’s attribute-value pairs contain information on the
characteristics of the corresponding service instance. This in turn
reveal s informati on about the devices that publish services. The
anmount of information varies widely with the particular service and
its inplenentation:

0 Sone attributes |like the paper size available in a printer, are
the sane on many devices, and thus only provide limted
information to a tracker

o Attributes that have freeformval ues, such as the nane of a
directory, may reveal nuch nore information.

Conbi nati ons of attributes have nore informati on power than specific

attributes, and can potentially be used for "fingerprinting" a
speci fic device
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Information contained in TXT records does not only breach privacy by
maki ng devices trackable, but might directly contain private

i nformati on about the user. For instance the _presence service
reveal s the "chat status" to everyone in the sanme network. Users

m ght not be aware of that.

Further, TXT records often contain version informati on about services
all owi ng potential attackers to identify devices running exploit-
prone versions of a certain service.

Devi ce Fingerprinting

The conbi nati on of information published in DNS-SD has the potentia
to provide a "fingerprint" of a specific device. Such information
i ncl udes:

o The list of services published by the device, which can be
retrieved because the SRV records will point to the sane host
namne.

0 The specific attributes describing these services.
0 The port nunbers used by the services.

0 The values of the priority and weight attributes in the SRV
records.

Thi s conbination of services and attributes will often be sufficient
to identify the version of the software running on a device. |If a
devi ce publishes many services with rich sets of attributes, the
conbination may be sufficient to identify the specific device.

A sometines heard argunent is that devices providing services can be
identified by observing the local traffic, and that trying to hide
the presence of the service is futile. This argunment, however, does
not carry much wei ght because

1. proving privacy at the discovery layer is of the essence for
enabling automatically configured privacy-preserving network
applications. Application |ayer protocols are not forced to
| everage the offered privacy, but if device tracking is not
prevented at the deeper layers, including the service discovery
| ayer, obfuscating a certain service' s protocol at the
application layer is futile.

2. Further, even if the application |layer does not protect privacy,
it is hard to record and anal yse the unicast traffic (which nost
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applications will generate) conpared to just listening to the
mul ti cast nessages sent by DNS- SDY nDNS

The sane argunent can be extended to say that the pattern of services
offered by a device allows for fingerprinting the device. This may
or may not be true, since we can expect that services will be
designed or updated to avoid | eaking fingerprints. |n any case, the
design of the discovery service should avoid naking a bad situation
wor se, and should as nuch as possible avoid providing new
fingerprinting information.

2.5. Privacy Inplication of Discovering Services

The consuners of services engage in discovery, and in doing so revea
some information such as the list of services they are interested in
and the donmmins in which they are | ooking for the services. Wen the
clients select specific instances of services, they reveal their
preference for these instances. This can be benign if the service
type is very common, but it could be nore problematic for sensitive
services, such as for exanple sone private nessagi ng services.

One way to protect clients would be to sonmehow encrypt the requested
service types. O course, just as we noted in Section 2.4, traffic
anal ysis can often reveal the service

3. Design of the Private DNS-SD Di scovery Service

In this section, we present the design of a two-stage solution that
enabl es private use of DNS-SD, w thout affecting existing users. The
solution is largely based on the architecture proposed in [ KW4b],

whi ch separates the general private discovery problemin three
components. The first conponent is an offline pairing mechani sm
which is performed only once per pair of users. |t establishes a
shared secret over an authenticated channel, allow ng devices to
authenticate using this secret without user interaction at any |ater
point in tine. W use the pairing system proposed in
[I-D.ietf-dnssd-pairing].

The further two conponents are online (in contrast to pairing they
are perfornmed anew each tine joining a network) and conpose the two
service discovery stages, nanely

o Discovery of the Private Discovery Service -- the first stage --
i n which hosts discover the Private D scovery Service (PDS), a
speci al service offered by every host supporting our extension
After the discovery, hosts connect to the PSD of fered by paired
peers.
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0 Actual Service Discovery -- the second stage -- is perforned
through the Private Discovery Service, which only accepts
encrypted nmessages associated with an authenticated session; thus
not conpromni sing privacy.

In other words, the hosts first discover paired peers and then
directly engage in privacy preserving service discovery.

The stages are independent with respect to neans used for
transmitting the necessary data. While in our extension the nessages
for the first stage are transmtted using IP nulticast, the nessages
for the second stage are transmitted via unicast. One could al so

i magi ne using a Distributed Hash Table for the first stage, being
compl etely independent of rmulticast.

3.1. Device Pairing

Any private discovery solution needs to differentiate between

aut hori zed devi ces, which are allowed to get information about

di scoverabl e entities, and other devices, which should not be aware
of the availability of private entities. The conmonly used solution
to this problemis establishing a "device pairing"

Devi ce pairing has to be perforned only once per pair of users. This
is inportant for user-friendliness, as it is the only step that
demands user-interaction. After this single pairing, privacy

preserving service discovery works fully automatically. 1In this
docunent, we utilize [I-D.ietf-dnssd-pairing] as the pairing
mechani sm

The pairing yields a nutually authenticated shared secret, and
optionally nmutually authenticated public keys or certificates added
to a local web of trust. Public key technol ogy has many advant ages,
but shared secrets are typically easier to handl e on snall devices

3.2. Discovery of the Private Discovery Service

The first stage of service discovery is to check whether instances of
compati ble Private Di scovery Services are available in the loca
scope. The goal of that stage is to identify devices that share a
pairing with the querier, and are available locally. The service

i nstances can be di scovered using regul ar DNS-SD procedures, but the
list of discovered services will have to be filtered so only paired
devi ces are retained.
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3.2.1. ofuscated | nstance Nanes

The instance nanes for the Private Discovery Service are obfuscated,
so that authorized peers can associate the instance with its
publ i sher, but unauthorized peers can only observe what |ooks |ike a
random name. To achieve this, the names are conposed as the

concat enati on of a nonce and a proof, which is conposed by hashi ng
the nonce with a pairing key:

Privat el nst anceNanme = <nonce>| <pr oof >
proof = hash(<nonce>| <key>)

The publisher will publish as many instances as it has established
pai rings.

The di scovering party that |ooks for instances of the service wll
receive lists of advertisenments from nodes present on the network.
For each advertisenent, it will parse the instance nanme, and then
for each avail able pairing key, conpares the proof to the hash of the

nonce concatenated with this pairing key. |If there is no match, it
di scards the instance nane. |f there is a match, it has di scovered a
peer.

3.2.2. Using a Predictable Nonce

Assume that there are N nodes on the |ocal scope, and that each node
has on average M pairings. Each node will publish on average M
records, and the node engaging in discovery may have to process on
average N*Minstance nanes. The discovering node will have to
comput e on average M potential hashes for each nonce. The nunber of
hash conputations woul d scale as QO N*MM, which neans that it could
cause a significant drain of resource in |arge networks.

In order to minimze the anpbunt of conputing resource, we suggest
that the nonce be derived fromthe current tine, for exanple set to a
representation of the current time rounded to some period. Wth this
convention, receivers can predict the nonces that will appear in the
publ i shed i nst ances.

The publishers will have to create new records at the end of each
roundi ng period. |If the rounding period is set too short, they will
have to repeat that very often, which is inefficient. On the other
hand, if the rounding period is too long, the system may be exposed
to replay attacks. W propose to set a value of about 5 m nutes,
whi ch seens to be a reasonabl e conmprom se

Receivers can pre-calculate all the Mrel evant proofs once per tine
interval and then establish a mapping fromthe correspondi ng i nstance
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nanes to the pairing data in formof a hash table. These Mrel evant
proofs are the proofs resulting from hashing a host’s M pairing keys
al ongsi de the current nonce. Each tinme they receive an instance
nane, they can test in 1) tine if the received service infornmation
is relevant or not.

Uni x defines a 32 bit time stanp as the nunber of seconds el apsed
since January 1st, 1970 not counting | eap seconds. The nost
significant 24 bits of this 32 bit nunber represent the nunber of 256
seconds intervals since the epoch. 256 seconds correspond to 4

m nutes and 16 seconds, which is close enough to our design goal of 5
mnutes. We will thus use this 24 bit nunber as nonce, represented
as 3 octets.

For coping with tine skew, receivers pre-calculate proofs for the
respective next time interval and store hash tables for the last, the
current, and the next tine interval. Wen receiving a service

i nstance nane, receivers first check whether the nonce corresponds to
the current, the last or the next time interval, and if so, check
whet her the instance nanme is in the corresponding hash table. For
(approxi mately) meeting our design goal of 5 mn validity, the |ast
time interval may only be considered if the current one is | ess than
hal f way over and the next tinme interval nay only be considered if
the current time interval is nore than half way over

Publishers will need to conpute M hashes at nobst once per tine
stanp interval. |If records can be created "on the fly", publishers
will only need to performthat conputation upon receipt of the first
query during a given interval, and cache the conputed results for the
remai nder of the interval. There are however scenarios in which
records have to be produced in advance, for exanple when records are
publi shed within a scope defined by a domai n name and nanaged by a

"classic" DNS server. In such scenarios, publishers will need to
performthe conputations and publication exactly once per tinme stanp
i nterval .

3.2.3. Using a Short Proof

Devices will have to publish as many instance names as they have
peers. The instance nanes will have to be represented via a text
string, which neans that the binary concatenation of nonce and proof
will have to be encoded using a binary-to-text conversion such as
BASE64 ([ RFC2045] section 6.8) or BASE32 ([ RFC4648] section 6).

Using | ong proofs, such as the full output of SHA256 [ RFC4055], woul d
generate fairly long instance nanes: 48 characters using BASE64, or
56 using BASE32. These |ong nanes would inflate the network traffic
requi red when discovering the privacy service. They would also limt

Hui tema & Kai ser Expi res January 4, 2018 [ Page 10]



Internet-Draft DNS- SD Privacy Extensions July 2017

the nunber of DNS-SD PTR records that could be packed in a single
1500 octet sized packet, to 23 or fewer with BASE64, or 20 or fewer
wi t h BASE32.

Shorter proofs |ead to shorter nessages, which is nore efficient as

|l ong as we do not encounter too many collisions. A collision wll
happen if the proof conmputed by the publisher using one key matches a
proof computed by a receiver using another key. |If a receiver

m st akenly believes that a proof fits one of its peers, it wll
attenpt to connect to the service as explained in section Section 4.5
but in the absence of the proper pairw se shared key, the connection
will fail. This will not create an actual error, but the probability
of such events shoul d be kept | ow.

The follow ng table provides the probability that a discovery agent
mai ntai ning 100 pairings will observe a collision after receiving
100000 advertisenent records. It also provides the nunber of
characters required for the encoding of the corresponding instance
nane i n BASE64 or BASE32, assumi ng 24 bit nonces.

Fom e - Fom e e o Fom e e e - - Fom e e e - - +
| Proof | Collisions | BASE64 | BASE32 |
Fom e e TS Fom e e e oo Fom e e e oo +
[ 24 | 5.96046% | 8 [ 16 |
[ 32 | 0.02328% | 11 | 16 |
| 40 | 0.00009% | 12 | 16 |
| 48 | 3.6E-09 | 12 | 16 |
| 56 | 1.4E-11 | 15 | 16 |
Fom e e TS Fom e e e oo Fom e e e oo +
Table 1

The table shows that for a proof, 24 bits would be too short. 32 bits
m ght be | ong enough, but the BASE64 encoding requires padding if the
input is not an even nmultiple of 24 bits, and BASE32 requires paddi ng
if the input is not a multiple of 40 bits. dven that, the desirable
proof lengths are thus 48 bits if using BASE64, or 56 bits if using
BASE32. The resulting instance nane will be either 12 characters

Il ong with BASE64, allow ng 54 advertisenents in an 1500 byte nDNS
message, or 16 characters |long with BASE32, allow ng 47

adverti senents per nessage

In the specification section, we will assunme BASE64, and 48 bit
proofs conposed of the first 6 bytes of a SHA256 hash
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3.2.4. Direct Queries

The precedi ng sections assune that the discovery is perforned using
the classic DNS-SD process, in which a query for all available
"instance nanes" of a service provides a list of PTR records. The

di scoverer will then select the instance nanes that correspond to its
peers, and request the SRV and TXT records corresponding to the
service instance, and then obtain the relevant A or AAAA records.
This is generally required in DNS-SD because the instance nanes are
not known in advance, but for the Private Di scovery Service the

i nstance nanes can be predicted, and a nore efficient Direct Query
nmet hod can be used.

At a given tinme, the node engaged in discovery can predict the nonce
that its peer will use, since that nonce is conmposed by rounding the
current tinme. The node can al so conpute the proofs that its peers

m ght use, since it knows the nonce and the keys. The node can thus
build a list of instance nanmes, and directly query the SRV records
corresponding to these nanes. |f peers are present, they will answer
directly.

This "direct query" process will result in fewer network nessages
than the regul ar DNS-SD query process in sone circunstances,
dependi ng on the nunber of peers per node and the number of nodes
publi shing the presence discovery service in the desired scope.

When using nDNS, it is possible to pack nultiple queries in a single
broadcast nessage. Using nane conpression and 12 characters per
instance nane, it is possible to pack 70 queries in a 1500 octet nDNS

mul ticast nessage. It is also possible to request unicast replies to
the queries, resulting in significant efficiency gains in wreless
net wor ks.

3.3. Private Discovery Service

The Private Discovery Service discovery allows discovering a |ist of
avai |l abl e paired devices, and verifying that either party knows the
correspondi ng shared secret. At that point, the querier can engage
in a series of directed discoveries.

We have consi dered defining an ad-hoc protocol for the private

di scovery service, but found that just using TLS would be nuch
simpler. The directed Private Discovery Service is just a regular
DNS- SD servi ce, accessed over TLS, using the encapsul ati on of DNS
over TLS defined in [RFC7858]. The main difference with plain DNS
over TLS is the need for authentication
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We assune that the pairing process has provided each pair of

aut hori zed client and server with a shared secret. W can use that
shared secret to provide nutual authentication of clients and servers
usi ng "Pre-Shared Key" authentication, as defined in [ RFC4279] and
incorporated in the |atest version of TLS [I-D.ietf-tls-tlsl13].

One difficulty is the reliance on a key identifier in the protocol
For exanple, in TLS 1.3 the PSK extension is defined as:

opaque psk_identity<0..2"16-1>

struct {
select (Role) {
case client:
psk_identity identities<2..2"16-1>

case server:
uint16 selected identity;

}
} PreShar edKeyExt ensi on

According to the protocol, the PSK identity is passed in clear text
at the beginning of the key exchange. This is logical, since server
and clients need to identify the secret that will be used to protect
the connection. But if we used a static identifier for the key,
adversaries could use that identifier to track server and clients.
The solution is to use a time-varying identifier, constructed exactly
like the "proof" described in Section 3.2, by concatenating a nonce
and the hash of the nonce with the shared secret.

3.3.1. A Note on Private DNS Services

Qur solution uses a variant of the DNS over TLS protocol [RFC7858]
defined by the DNS Private Exchange working group (DPRIVE). DPRIVE
further published an UDP variant, DNS over DTLS [ RFC8094], which
woul d al so be a candi date.

DPRI VE and Private Discovery sol ve however two sonewhat different
problens. DPRIVE is concerned with the confidentiality of DNS
transactions, addressing the problens outlined in [ RFC7626].

However, DPRIVE does not address the confidentiality or privacy

i ssues with publication of services, and is not a direct solution to
DNS- SD pri vacy:

o Discovery queries are scoped by the domain nane w thin which
services are published. As nodes nove and visit arbitrary
networks, there is no guarantee that the domain services for these
networks will be accessible using DNS over TLS or DNS over DTLS
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o Information placed in the DNS is considered public. Even if the
server does support DNS over TLS, third parties will still be able
to discover the content of PTR SRV and TXT records.

0 Neither DNS over TLS nor DNS over DITLS applies to MDNS

In contrast, we propose using nmutual authentication of the client and
server as part of the TLS solution, to ensure that only authorized
parties |l earn the presence of a service.

3.4. Randoni zed Host Nanes

I nstead of publishing their actual host names in the SRV records,
nodes coul d publish random zed host nanes. That is the solution
argued for in [ RFC8117].

Random zed host nanes will prevent sone of the tracking. Host nanes
are typically not visible by the users, and random zi ng host nanes
wi Il probably not cause nuch usability issues.

3.5. Timng of Cbfuscation and Random zation
It is inportant that the obfuscation of instance nanes is perforned
at the right time, and that the obfuscated nanes change in synchrony
with other identifiers, such as MAC Addresses, |P Addresses or host
nanes. |f the random zed host nane changed but the instance name
remai ned constant, an adversary would have no difficulty Iinking the
old and new host nanes. Simlarly, if IP or MAC addresses changed
but host nanes renmai ned constant, the adversary could |ink the new
addresses to the old ones using the published nane.
The problemis handled in [ RFC8117], which recomrends to pick a new
random host nane at the time of connecting to a new network. New
i nstance nanes for the Private Discovery Services should be conposed
at the sane tine.

4. Private Discovery Service Specification
The proposed solution uses the foll ow ng conponents:
0 Host nane randoni zation to prevent tracking.
0 Device pairing yielding pairwi se shared secrets.
0 A Private Discovery Server (PDS) running on each host.

o Discovery of the PDS instances using DNS-SD.
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These conponents are detailed in the foll owi ng subsections.
4.1. Host Nane Random zation

Nodes publishing services with DNS-SD and concerned about their
privacy MJST use a randoni zed host name. The randoni zed nane MJST be
changed when network connectivity changes, to avoid the correlation

i ssues described in Section 3.5. The random zed host name MJST be
used in the SRV records describing the service instance, and the
corresponding A or AAAA records MJUST be nade avail abl e through DNS or
MDNS, within the same scope as the PTR, SRV and TXT records used by
DNS- SD

If the link-layer address of the network connection is properly
obfuscated (e.g. using MAC Address Random zation), the Random zed
Host Nanme MAY be conputed using the algorithm described in section
3.7 of [RFC7844]. If this is not possible, the random zed host nane
SHOULD be constructed by sinply picking a 48 bit random nunber
nmeeting the Randommess Requirenents for Security expressed in

[ RFC4075], and then use the hexadeci mal representation of this nunber
as the obfuscated host nane.

4.2. Device Pairing

Nodes that want to | everage the Private Directory Service for private
service discovery anong peers MJST share a secret with each of these
peers. Each shared secret MJST be a 256 bit randomy chosen numnber.
We RECOMMEND using the pairing mechani sm proposed in
[I-D.ietf-dnssd-pairing] to establish these secrets.

[[ TODO Should we support mutually authenticated certificates? They
can also be used to initiate TLS and have several advantages, i.e.
all ow setting an expiry date.]]

4.3. Private Discovery Server

A Private Discovery Server (PDS) is a minimal DNS server running on
each host. Its task is to offer resource records corresponding to
private services only to authorized peers. These peers MIST share a
secret with the host (see Section 4.2). To ensure privacy of the
requests, the service is only avail able over TLS [ RFC5246], and the
shared secrets are used to nutually authenticate peers and servers.

The Private Nanme Server SHOULD support DNS push notifications

[I-D.ietf-dnssd-push], e.g. to facilitate an up-to-date contact |i st
in a chat application w thout polling.
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4.3.1. Establishing TLS Connecti ons

The PDS MUST only answer queries via DNS over TLS [ RFC7858] and MJUST
use a PSK authenticated TLS handshake [ RFC4279]. The client and
server SHOULD negotiate a forward secure cipher suite such as DHE- PSK
or ECDHE- PSK when avail able. The shared secret exchanged during

pai ri ng MJST be used as PSK. To guarantee interoperability,

i mpl ement ati ons of the Private Nane Server MJST support

TLS PSK W TH_AES 256_GCM SHA384.

When using the PSK based aut hentication, the "psk_ identity" paraneter
identifying the pre-shared key MJST be identical to the "lnstance
Identifier" defined in Section 4.4, i.e. 24 bit nonce and 48 bit
proof encoded in BASE64 as 12 character string. The server will use
the pairing key associated with this instance identifier

4.4. Publishing Private D scovery Service |nstances
Nodes that provide the Private Di scovery Service SHOULD advertise
their availability by publishing instances of the service through
DNS- SD

The DNS-SD service type for the Private Discovery Service is
" pds. _tcp".

Each published instance describes one server and one pairing. 1In the
case where a node manages nore than one pairing, it should publish as
many i nstances as necessary to advertise the PDS to all paired peers.
Each instance nane is conposed as foll ows:

pick a 24 bit nonce, set to the 24 nost
significant bits of the 32 bit Unix GMI tine.

conpute a 48 bit proof:
proof = first 48 bits of HASH(<nonce>| <pairing key>)

set the 72 bit binary identifier as the concatenation
of nonce and proof

set instance_name = BASE64(binary identifier)
In this formula, HASH SHOULD be the function SHA256 defined in
[ RFC4055], and BASE64 is defined in section 6.8 of [RFC2045]. The

concatenation of a 24 bit nonce and 48 bit proof result in a 72 bit
string. The BASE64 conversion is 12 characters |ong per [RFC6763].

Hui tema & Kai ser Expi res January 4, 2018 [ Page 16]



Internet-Draft DNS- SD Privacy Extensions July 2017

4.5. Discovering Private Discovery Service |nstances

Nodes that wi sh to discover Private Di scovery Service |Instances
SHOULD i ssue a DNS-SD di scovery request for the service type

" pds. _tcp". They MAY, as an alternative, use the Direct Discovery
procedure defined in Section 4.6. |If nodes send a DNS-SD di scovery
request, they will receive in response a series of PTR records,
provi ding the names of the instances present in the scope.

For each time interval, the querier SHOULD pre-cal cul ate a hash table
mappi ng i nstance nanes to pairings according to the foll ow ng
conceptual al gorithm

nonce = 24 bit rounded tine stanp of the\
respective next tinme interva

for each avail able pairing
retrieve the key Xj of pairing nunber |j
conpute F = first 48 bits of hash(nonce, Xj)
construct the binary instance_nane as descri bed\

in the previous section

i nst ance_nanes[ nonce] [i nstance_nane] = Xj;

The querier SHOULD store the hash tables for the previous, the
current, and the next tinme interval

The querier SHOULD exani ne each instance to see whether it
corresponds to one of its available pairings, according to the
foll owi ng conceptual al gorithm

for each received instance_nane:
convert the instance name to binary using BASE64
if the conversion fails,
di scard the instance.
if the binary instance length is not nultiple 72 bits,
di scard the instance.

nonce = first 24 bits of binary.

Check that the nonce matches the first 24 bits of

the current tinme, or the previous interval (24 bit nunber
mnus 1) if the current interval is less than half over
or the next interval (24 bit nunmber plus 1) if the
current interval is nore than half over. If the

nonce does not match an acceptabl e val ue, discard

t he instance.

if ((Xj = instance_names[nonce][instance_nane]) != null)
mark the pairing nunber j as avail abl e
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The check of the current tine is nmeant to nmitigate replay attacks,
whil e not mandating a tine synchronization precision better than two
nm nut es.

Once a pairing has been marked avail abl e, the querier SHOULD try
connecting to the correspondi ng i nstance, using the selected key.

The connection is likely to succeed, but it MAY fail for a variety of
reasons. One of these reasons is the probabilistic nature of the
hint, which entails a small chance of "false positive" match. This
will occur if the hash of the nonce with two different keys produces
the same result. In that case, the TLS connection will fail with an
aut hentication error or a decryption error.

4.6. Direct Discovery of Private Di scovery Service |Instances

Nodes that wi sh to discover Private Di scovery Service |Instances NAY
use the following Direct Discovery procedure instead of the regul ar
DNS- SD Di scovery explained in Section 4.5.

To perform Direct Discovery, nodes should conpose a list of Private

Di scovery Service Instances Nanes. There will be one nane for each

pairing available to the node. The Instance nanme for each nane will
be conposed of a nonce and a proof, using the algorithmspecified in
Section 4. 4.

The querier will issue SRV record queries for each of these nanes.
The queries will only succeed if the corresponding instance is
present, in which case a pairing is discovered. After that, the
querier SHOULD try connecting to the correspondi ng instance, as
expl ai ned in Section 4.4.

4.7. Using the Private Di scovery Service

Once instances of the Private Discovery Service have been discovered,
peers can establish TLS connections and send DNS requests over these
connections, as specified in DNS- SD.

5. Security Considerations

This docunent specifies a nethod for protecting the privacy of nodes
that offer and query for services. This is especially useful when
operating in a public space. Hding the identity of the publishing
nodes prevents sone forns of "targeting" of high val ue nodes.

However, adversaries can attenpt various attacks to break the
anonymty of the service, or to deny it. A list of these attacks and
their nmitigations are described in the follow ng sections.
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5.1. Attacks Against the Pairing System

There are a variety of attacks against pairing systems, which may
result in conpronised pairing secrets. |f an adversary manages to
acquire a conprom sed key, the adversary will be able to perform
private service discovery according to Section 4.5. This will allow
tracking of the service. The adversary will also be able to discover
whi ch private services are available for the conprom sed pairing

Attacks on pairing systens are detailed in [I-D.ietf-dnssd-pairing].
5.2. Denial of Discovery of the Private Discovery Service

The al gorithm described in Section 4.5 scales as QCMN), where Mis
the nunber of pairings per node and N is the nunber of nodes in the

| ocal scope. Adversaries can attack this service by publishing
"fake" instances, effectively increasing the nunber N in that scaling
equat i on.

Simlar attacks can be mounted agai nst DNS-SD: creating fake
instances will generally increase the noise in the system and nake
di scovery |l ess usable. Private Discovery Service discovery SHOULD
use the sane mitigations as DNS- SD.

The attack could be anplified if the clients needed to conmpute proofs
for all the nonces presented in Private Discovery Service |Instance
nanes. This is mtigated by the specification of nonces as rounded
time stanps in Section 4.5. |If we assune that tinestanps nust not be
too old, there will be a finite nunber of valid rounded tinestanps at
any tine. Even if there are many instances present, they would all
pick their nonces fromthis small nunber of rounded tinestanps, and a
smart client will make sure that proofs are only conputed once per
valid tine stanp.

5.3. Replay Attacks Agai nst Discovery of the Private D scovery Service

Adversaries can record the service instance nanmes published by
Private Discovery Service instances, and replay themlater in
different contexts. Peers engaging in discovery can be msled into
believing that a paired server is present. They will attenpt to
connect to the absent peer, and in doing so will disclose their
presence in a nonitored scope.

The binary instance identifiers defined in Section 4.4 start with 24
bits encoding the nost significant bits of the "UNIX" tine. In order
to protect against replay attacks, clients SHOULD verify that this
time is reasonably recent, as specified in Section 4.5.
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[[ TODO Should we sonehow encode the scope in the identifier? Having
both scope and tine would really mtigate that attack. For exanple,
one could add a local IPv4 or IPv6 prefix in the nonce. However,
this won’t work in networks behind NAT. It would also increase the
size of the instance nane.]]

5.4. Denial of Private Discovery Service

The Private Discovery Service is only available through a nutually
aut henticated TLS connection, which provides state-of-the-art
protection nechani sns. However, adversaries can nount a denial of
service attack against the service. |In the absence of shared
secrets, the connections will fail, but the servers will expend sone
CPU cycl es defendi ng agai nst them

To mtigate such attacks, nodes SHOULD restrict the range of network
addresses from which they accept connections, matching the expected
scope of the service.

This mitigation will not prevent denial of service attacks perfornmed
by locally connected adversaries; but protecting against |ocal denial
of service attacks is generally very difficult. For exanple, |oca
attackers can al so attack nDNS and DNS-SD by generating a | arge
nunber of nulticast requests.

5.5. Replay Attacks against the Private Discovery Service
Adversaries may record the PSK Key ldentifiers used in successfu

connections to a private discovery service. They could attenpt to
replay them |l ater against nodes advertising the private service at

other times or at other locations. |f the PSK Identifier is stil
valid, the server will accept the TLS connection, and in doing so
will reveal being the sane server observed at a previous tinme or

| ocati on.

The PSK identifiers defined in Section 4.3.1 start with the 24 nost
significant bits of the "UNIX" tinme. In order to mitigate replay
attacks, servers SHOULD verify that this tine is reasonably recent,
and fail the connection if it is too old, or if it occurs too far in
the future

The processing of tinmestanps is however affected by the accuracy of

computer clocks. |If the check is too strict, reasonabl e connections
could fail. To further mtigate replay attacks, servers MAY record

the list of valid PSK identifiers received in a recent past, and fai
connections if one of these identifiers is replayed.
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6. | ANA Consi derati ons

This draft does not require any | ANA action. (O does it? What
about the _pds tag?)
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