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1. Introduction

The Discovery Proxy for Milticast DNS-Based Service Di scovery
[I-D.ietf-dnssd-hybrid] specification defines a nechanismfor

di scovering services on a subnetted network using Milticast DNS
(nmDNS) [ RFC6762], through the use of Discovery Proxies, which issue
nDNS requests on various links in the network on behalf of a host
attenpting service discovery.

In the original Discovery Proxy specification, it is assuned that for
every link on which services will be discovered, a host will be
present running a full Discovery Proxy. This document introduces a

I i ght wei ght Di scovery Relay which can be used to provide di scovery
services on a link without requiring a full Discovery Proxy on every
l'ink.

The Discovery Relay operates by listening for TCP connections from

Di scovery Proxies. Wen a D scovery Proxy conneects, the connection
is authenticated and secured using TLS. The Discovery Proxy can then
send nmessages that will be relayed to specified |links. The Discovery
Proxy may al so specify one or nore links fromwhich it wi shes to
receive nDNS traffic. DNS Session Signaling
[I-D.ietf-dnsop-session-signal] is used as a framework for conveying
interface and | P header information associated with each nessage.

The Discovery Relay functions essentially as a set of one or nore
virtual interfaces for the Discovery proxy, one on each link to which
the Discovery Relay is connected. 1In a conplex network, it is
possi bl e that nore than one Discovery Relay will be connected to the
same link; in this case, the Discovery Proxy ideally should only be
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usi ng one such Relay Proxy per link, since using nore than one wll
generate duplicate traffic.

How such duplication is detected and avoided is out of scope for this
docunent: in principle it could be detected using HNCP [ RFC7788] or
configured using sone sort of orchestration software in conjunction
wi th NETCONF [ RFC6241] or CPE WAN Managenent Protocol [TR-069].

2. Term nol ogy
The followi ng definitions may be of use:
nDNS Agent A host which sends and/or responds to nDNS queri es.

Di scovery Proxy A network service which receives well -fornmed
questions using the DNS protocol, perforns nulticast DNS queries
to answer those questions, and responds with those answers using
the DNS protocol

Di scovery Relay A network service which sends nDNS nessages on
behal f of a Discovery Proxy and relays nDNS nmessages to a
Di scovery Rel ay.

link A maxinmal set of network connection points such that any host
connected to any connection point may send a packet to a host
connected to any other connection point without the help of a
| ayer 3 router.

whitelist A list of one or nore | P addresses from which a Di scovery
Rel ay may accept connections.

silently discard Wen a nessage that is not supported or not
permitted is received, and the required response to that nessage
is to "silently discard" it, that neans that no response is sent
by the service that is discarding the nessage to the service that
sent it. The service receiving the nmessage may | og the event, and
may al so count such events: "silently" does not preclude such
behavi or.

Director A central or coordinated controlling function in an
orchestrated network of Discovery Proxies and Discovery Rel ays
(Section 4.1).

Performer The interface through which the Director directs the
behavi or of Di scovery Proxies and Discovery Relays (Section 4.1).
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3.

3.

Pr ot ocol Overvi ew

Thi s docunent describes a way for Di scovery Proxies to comunicate
with nDNS agents on networks to which they are not directly connected
using a Discovery Relay. As such, there are two parts to the
protocol : connections between Di scovery Proxies and Discovery Rel ays,
and conmmuni cati ons between Di scovery Relays and nDNS agents.

1. Connections between Discovery and Di scovery Rel ays

Di scovery Relays listen for connections. Connections between

Di scovery Proxies and Di scovery Rel ays are established by D scovery
Proxies. Connections are authenticated and encrypted using TLS, with
both client and server certificates. Connections are long-lived: a
Di scovery Proxy is expected to send many queries over the sane
connection, and Discovery Relays will forward all nDNS traffic from
subscri bed interfaces over the connection.

The stream encapsulated in TLS will carry DNS franes as in the DNS
TCP protocol [RFCL035] Section 4.2.2. However, all messages will be
DNS Session Signaling nmessages [I-D.ietf-dnsop-session-signal].
There will be three types of such nessages:

0 Subscribe nmessages from Di scovery Proxy to Discovery Rel ay
o0 nDNS nessages from Di scovery Proxy to Discovery Rel ay
o nDNS nessages from Di scovery Relay to Discovery Proxy

Subscri be messages fromthe Discovery Proxy to the Discovery Rel ay
indicate to the Discovery Relay that nDNS nessages from one or nore
specified links are to be relayed to the Discovery Proxy.

nDNS nessages froma Discovery Proxy to a Discovery Relay cause the
Di scovery Relay to re-transmt the nDNS nessage on one or nore |inks
to which the Discovery Relay host is directly attached.

nDNS nmessages froma Discovery Relay to a Discovery Proxy are sent
whenever an nDNS nmessage is received on a link to which the Di scovery
Rel ay has subscri bed.

Di scovery Rel ays are responsi ble for keeping connections alive when
no traffic has been sent during a keepalive period
[1-D.ietf-dnsop-session-signal] Section 4.
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3.2. nDNS Messages On Links

Di scovery Relays listen for nDNS traffic on all configured |inks.
When a nDNS nessage is received on a link, it is forwarded on every
open Di scovery Proxy connection that is subscribed to nDNS traffic on
that link. 1In the event of congestion, where a particular D scovery
Proxy connection has no buffer space for an nDNS nessage that woul d
otherw se be forwarded to it, the nDNS nessage is not forwarded to
it. Normal nDNS retry behavior is used to recover fromthis sort of
packet |oss. Discovery Relays are not expected to buffer nore than a
few nDNS packets.

Di scovery Rel ays accept nDNS traffic from Di scovery Proxies. Such
traffic is forwarded to zero or nore nore |links to which the
Di scovery Relay host is directly connected.

4., Orchestration

In order for one or nore Discovery Proxies to make use of one or nore
Di scovery Relays to provide service discovery on one or nore |inks,
the set of |inks on which service will be provided nust be known, the
set of Discovery Relays for those |links nust be known, and the set of
Di scovery Proxies allowed to connect to those Discovery Rel ays nust
be known. We assunme that this information is maintained in sone sort
of orchestration system

Al though it is of course possible to configure such an environnent
with a set of static configuration files, it is nost useful to
consi der such a network to be dynamic, with links potentially being
added and renoved, Discovery Proxies being added and renoved, and
Di scovery Rel ays bei ng added and renoved. This docunent takes no

position on which specific orchestration systemw ||l be used, but
does specify the inputs and outputs of such a systemthat will be
required for successful operation. In the case of static

configuration, these inputs and outputs are also the sane; the only
difference is that they do not change without human intervention

It is not strictly necessary that all participants in the
orchestration process have conplete information. It nmay be desirable
for exanple to have nore than one Di scovery Proxy nanaged by an
orchestration system but to have different Discovery Proxies support
different links. The set of primtives described here can be used to
i mpl ement configurations where nultiple Discovery Proxies are present
and supporting disjoint, overlapping or identical sets of |inks.

There is a special case of orchestration that nmay be desirable in

some settings: when a node nmay need to be capabl e of providing either
Di scovery Proxy service or Discovery Relay service, and is configured

Cheshire & Lenobn Expi res January 4, 2018 [ Page 6]



Internet-Draft nDNS Di scovery Rel ay July 2017

to provide Discovery Proxy service, it would be useful to have a way
to automatically configure the Discovery Relay to use the Di scovery
Proxy just on that one node, w thout requiring a network-w de
orchestration system |In the case of a node that supports
orchestration through HNCP, however, this is unnecessary: HNCP will
work to provide orchestration even on a single node.

4.1. Ochestration System Functional Overview

Conceptual ly, the orchestration systemhas two parts: the part that
manages the network, and the part an instance of which is present on
each node in the network that is orchestrated by the system |In a
cooperative system such as HNCP [ RFC7788], orchestration is done
cooperatively, and the two functions are present on every
participating node. 1In a managed system usi ng NETCONF [ RFC6241], a
central service pushes configuration information to nmanaged nodes,
and pulls status information from nmanaged nodes. For this

di scussi on, which of these nodels is used (or whether sone other
nmodel is used) is imuaterial. The functional division is the sane in
either case: conceptually there is one function that does the
orchestration called the Director, and there are one nore nore
functions to which the orchestration applies, called Perforners.

The Director is receptive to prinitives fromPerfornmers. Perforners
apply primtives announced to them by the Director, and announce
primtives to the Director. The Director announces primtives to
Performers, based on its operating nodel and its configuration, based
either in changes to the network or to announcenents from Perforners.

It is pernmissible for nodes to provide both Di scovery Proxy and

Di scovery Relay service at the same tinme. In this case, there is a
further conceptual functional division: on such a node, there are two
Performers: the Discovery Proxy Performer and the Discovery Rel ay
Performer. These may be the sane program or they nmay be
functionally separate; which is the case is beyond the scope of this
docunent. The reason for nmaking this distinction is to point out
that on a node providing both services, both Performers may receive
every announcenent sent by the Director. And of course the Director
recei ves announcenents sent by either Perforner.

4.2. Ochestration Prinmtives
4.2.1. Link Present
The 'Link Present’ primtive is used by the Director to conmunicate

the presence of a link to Perforners. ’'Link Present’ primtives
i nclude the follow ng data:
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4.

link identifier One or nmore opaque 32-bit identifiers, each of which
identifies a link that is present on the orchestrated network.
Each identifier is unique among all link identifiers managed by
the Director. These link identifiers are used in the Discovery
Rel ay protocol to identify links on which nDNS requests will be
sent and received, and are consistent across all participants in
the orchestration system

2.2. Link Renopve

The ' Link Renove' primtive is used by the Director to comunicate to
Performers that a link that was fornerly present is no |onger
present. The ’'Link Renove’ primtive includes the follow ng data:

link identifier One or nore opaque 32-bit identifiers, as described
in Section 4.2.1.

4.2.3. Discovery Proxy Avail able

4.

The ' Di scovery Proxy Available prinmtive is used by D scovery Proxy
Performers to announce their availability to the Director, and by the
Director to announce to Discovery Relay Perforners that Discovery
Proxi es are present and enabled. This prinitive is only used for
nodes that provide Discovery Proxy service and can use Discovery

Rel ays: a Di scovery Proxy that does not support D scovery Proxy
service is never announced in this way. The ’Discovery Proxy

Avail able’ primtive includes the follow ng data:

node identifier The node identifier of the Discovery Proxy, unique
anong all nodes managed by a Director.

| P addresses One or nore | P addresses configured on the network
interfaces of the node nmaking the announcement. This |ist nust

include all I P addresses fromwhich the Discovery Proxy m ght
connect to Discovery Relays, but need not include any other |IP
addr esses.

TLS Certificate A TLS PKI certificate or bare public key which wll
be used by the Di scovery Proxy to authenticate itself when
connecting to Discovery Rel ays.

2.4. Discovery Proxy Resigning

The ' Di scovery Proxy Resigning primtive is used by Discovery
Proxi es to announce to the Director that they are no | onger

avail able, and by the Director to announce to Discovery Rel ay
perfornmers that a Discovery Proxy is no |longer present or enabl ed.
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The ’ Di scovery Proxy Resigning primtive includes the follow ng
dat a:

The node identifier of the Discovery Proxy, unique anong all nodes
managed by a Director.

4.2.5. Discovery Relay Avail able

The ' Discovery Relay Available prinmtive is used by D scovery Rel ay
Performers to informthe Director that they are available to provide
service. It is used by the Director to announce to Di scovery Proxy
Performers that a Discovery Relay is available and enabled. The

"Di scovery Relay Available’ primtive includes the follow ng data:

node identifier The node identifier of the Discovery Relay, unique
anong all nodes managed by a Director.

| P addresses A list of |IP addresses on which the Discovery Relay may
be contact ed.

Port TCP Port on which the Discovery Relay will be listening for
connecti ons.

Server Certificate A TLS PKI certificate or bare public key which
will be presented to Discovery Proxies when they initiate TLS
connections with the Discovery Relay. This is used both to
aut henticate the Di scovery Relay, and also to establish an
encrypted connection between the two services.

Links A list of links on which the Discovery Relay provides service.
Each link identifier corresponds to a link identified by a
previous 'Link Present’ primtive sent by the Director, as
described in Section 4.2.1.

4.2.6. Discovery Relay Resigning
When a node providing Discovery Relay support can no | onger continue
to do so, it announces to the Director that it is no | onger avail able
using this primtive. The 'Di scovery Relay Resigning primtive
i ncludes the foll ow ng data:

node identifier The node identifier of the Discovery Relay, unique
anong all nodes managed by a Director.
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4.3. Ochestration System Behavi or
4.3.1. Link Present

The Director detects new links, or is configured with new |inks by
the network operator. It is responsible for noticing that a link to
whi ch nore than one participating node is connected is the sane |ink
For exanple, see Section 6.1 of [RFC7788]. When a newlink is
detected, the Director reports the presence of that link to al
enabl ed Di scovery Proxy Perforners, and to all Discovery Relay
Performers. |If the Director becomes aware of nore than one link at
the sane tine, or within an inplenmentation-specific interval, it may
announce the presence of nore than one link at a tinme using the 'Link
Present’ primtive.

4,.3.2. Link Renove

The Director detects the renoval of links, either as a result of
routers that are connected to those |inks becomi ng unavail able, or as
a result of manual changes to the configuration by the network
operator. \When a link that had previously been present is renoved,
the Director announces the renoval of this link to all enabled

Di scovery Proxy perforners and to all Discovery Relay perforners. |f
the renoval of nore than one link is detected at the sanme tine or
within an inplementation-specific interval, the renoval of each such
I'ink may be announced in a single ’'Link Renove' primtive.

4.3.3. Discovery Proxy Available

When the Director receives a 'Discovery Proxy Available primtive,

it records the information in its list of available Discovery Proxies
(henceforth "Discovery Proxy List"). [If that node had previously
reported that Discovery Proxy service was available, the entry in

Di scovery Proxy List for that node is replaced with an entry
generated fromthe new update; any information in the previous entry
that is not present in the update is discarded.

Whet her or not the Director enables Discovery Proxy service on the

Di scovery Proxy announced in a new y-received 'Di scovery Proxy

Avail able’ primtive is dependent on the operational nodel and
configuration of that particular orchestration system which is out
of scope for this docunent. The same is true as to whether service
di scovery is enabled on all known links, or not. W assune here that
Di scovery Proxy service may be avail able but not enabl ed on sone
nodes, whereas Discovery Relay service is generally avail able, since
it will only be used by enabl ed Di scovery Proxies on interfaces on
whi ch service discovery is enabled
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If the Director enables Discovery Proxy service on that node, the

Di scovery Proxy is announced to all nodes currently providing

Di scovery Relay service, using 'Discovery Proxy Avail abl e’
primtives. 1In addition, the set of all known D scovery Rel ays, and
the information provided by themto the orchestration system is
announced to the node providing the D scovery Proxy service, using
one or nore 'Discovery Relay Available prinitives.

When a ' Di scovery Proxy Available primtive is received froma

Di scovery Proxy Perforner for which service is already enabl ed, but
the update includes different information than was present in the
previ ous announcenent, the Discovery Proxy service is re-announced to
every Discovery Relay Perforner.

4.3.4. Discovery Proxy Resigning

When the Director receives a 'Discovery Proxy Resigning’ primtive
froma Discovery Proxy Perforner that had previously sent a

"Di scovery Proxy available’ prinmtive, the Director first determ nes
if Discovery Proxy service had been enabled on that node. |If so,

" Di scovery Proxy Resigning notifications are sent to D scovery Rel ay
Per forners.

The Director may, as a result of a node's resignation from providing
Di scovery Proxy service, enable Discovery Proxy on some other node.
If so, it does so as described in Section 4.3.3.

In addition to any announcenents sent as a result of a node's
resignati on from providing D scovery Proxy service, the Director also
| ooks for an entry in the Discovery Proxy List for that node. |f one
is present, it is renoved.

4.3.5. Discovery Relay Avail able

When the Director receives a 'Discovery Relay Available' primtive,

it records the information in its list of available Discovery Relay
Performers (henceforth "Discovery Relay List"). |If that list already
contains an entry for the Perforner making the new report, the entry
fromthe list is discarded and a new one generated fromthe new
announcenent .

Whet her or not the Director enables service discovery through a

particul ar Discovery Relay is dependent on the operation of that
particul ar orchestration system which is out of scope for this

docunent. It is assunmed that a Director may or may not enable a
particul ar Di scovery Rel ay.
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If the Director enables service discovery through the relay that nade
t he announcenent, the relay is announced to all enabled Discovery
Proxy Performers. 1In addition, if the relay had not previously been
enabl ed for service discovery, the Director sends a ' Di scovery Proxy
Avail able’ primtive to that Performer for each Discovery Proxy
Performer on the Discovery Proxy List.

4.3.6. Discovery Relay Resigning

When the Director receives a 'Discovery Relay Resigning’ primtive,
it checks to see if the node neki ng the announcenent had previously
been listed as providing Discovery Relay service; if so, the entry
for that node is renoved fromthe list. |f Discovery Relay service
was enabl ed for that node, all nodes providing D scovery Proxy
service are notified that this node is no | onger providing D scovery
Rel ay service, by sending a 'Discovery Relay Resigning’ primtive to
each such node

4.3.7. Node Avail abl e

The orchestration systemmay or may not track the com ng and goi ng of
nodes that provide service discovery. |If it does, depending on the
operation of the system it may be necessary to send sone
notification to the node to trigger its announcenent of service

di scovery services. How this is done is out of scope for this
docunent .

4.3.8. Node Resigning

The orchestration systemmay or may not track the coming and goi ng of
nodes that provide service discovery. |If it does, then when the
departure of a node that has previously announced Di scovery Rel ay
and/ or Di scovery Proxy service should result in the synthesis of
resignati on events for those services on that node. The exact
operation of this nmechanismis out of scope for this docunent.

4. 4. Discovery Proxy Performer Behavior

Nodes may provi de both Di scovery Proxy and Di scovery Relay service:
the two services share no ports and are nutually conpatible. Wen a
node is providing both services, the behaviors described in this
section are specific to the operation of the Discovery Proxy service
on that node, not to the Discovery Relay service.
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4.4. 1. Li nk Present

When a node that is providing D scovery Proxy service receives a link
present notification, it checks to see if it currently has Di scovery
Rel ay service configured for each such link. For any such link for
which it does not have Discovery Relay service configured, it
identifies the set of Relay Proxies that provide service on that

link. It then chooses a Discovery Relay node fromthis set using a
random nunmber generator. |If it already has a connection to the Rel ay
Proxy, it attenpts to subscribe to nDNS nessages fromthat link. |If
it does not have a connection, it attenpts to establish one. |If that
succeeds, it attenpts to subscribe to nDNS nessages fromthat |ink

If the outcone of each of these attenpts to get Discovery Rel ay
service on the new link fails, it elimnates this Discovery Rel ay
fromthe set and repeats the process until the set is enpty.

If no attenpt to subscribe to nDNS nessages on the link is
successful, then service discovery on that link is not possible. The
Di scovery Proxy node maintains a list of |inks on which D scovery
Rel ay service is desired but not avail able; when an attenpt to get

Di scovery Relay service on a link fails, either because no node is
providing Discovery Relay service on that |ink, or because attenpting
to get service on that link fromall nodes claimng to provide it has
failed, the link is added to this list.

4.4. 2. Li nk Renoved

When a link is renoved, the Discovery Relay checks its |ist of
connections to Discovery Relays for subscription for nDNS nessages on

that link. |If one is present, the Discovery Relay unsubscribes from
nDNS nessages on that link. |f there are no subscriptions present on
that connection, the Discovery Relay term nates the connection. |If

the link is on the list of Iinks for which D scovery Relay service is
desired but not available, the link is removed fromthat |ist.

4.4.3. Discovery Proxy Avail able

Di scovery Proxy Performers send ' Di scovery Proxy Avail abl e’
primtives to the Director whenever their configuration changes in a
way that affects the content of the primtive, and al so whenever
their node becones newly available to the Director. In addition to
notifying the Director when they first becone connected to the
Director’s orchestration system they nmust also notify the Director
when t hey di sconnect and reconnect.

When a node with Discovery Proxy service becones available to the

orchestration system it inforns the orchestration systemthat it can
provi de Discovery Proxy service. It also provides the orchestration
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systemwith a list of IP addresses fromwhich it may originate
connections to Discovery Relays, and provides a TLS PKI cert or
sui tabl e bare public key which will be used for TLS dient

Aut henti cati on

Whenever the set of | P addresses from which the Discovery Proxy may
initiate a connection to a Discovery Relay changes, the Discovery
Proxy sends a new ' Di scovery Proxy Available primtive with its
compl ete information, as above. 1t may be desirable for the

Di scovery Proxy node to choose a specific IP address from which al
such connections will originate, so as to mninize the nunber of such
updates that may be required, but this behavior is optional

It is not ordinarily the case that the key or certificate used for
aut hentication will change, but if it does, the Di scovery Proxy node
sends a conplete new 'Di scovery Proxy Available primtive, which
will contain the new key or certificate

4.4.4. Discovery Proxy Resigning

When a node that had previously provided Di scovery Proxy service is
no longer able to do so for any reason, it announces this to the
orchestration systemusing a 'Discovery Proxy Resigning’ primtive.

4.4.5. Discovery Relay Avail able

When a node providing Discovery Proxy service receives a ’'Discovery
Rel ay Available’ notification, it adds that Discovery Relay to its
list of available Discovery Relays. |f the Discovery Relay is
already on the list, the infornmation the list entry is conpared to
the new information provided in the 'Discovery Relay Avail able’
primitive. |If a connection to that Discovery Relay is present, and
the destination |IP address of that connection is no |onger on the
list of I P addresses supported by the Discovery Relay, or the public
key of the Discovery Relay has changed, the connection is dropped and
the process described in Section 4.4.6 is foll owed.

O herwise, if there is a connection to the Discovery Relay, the I|ist

of links subscribed to on that connection is conpared to the |ist of

served links listed in the 'Discovery Relay Available' primtive; any
I inks for which subscriptions exist that are not listed in the

"Di scovery Relay Avail abl e’ announcement are unsubscribed, and those

links added to the list of links on which D scovery Relay service is

not avail abl e.

At this point the process described in Section 4.4.1 is followed for

each link on the list of links for which D scovery Relay service is
not avail abl e.
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4.4.6. Discovery Relay Resigning

Di scovery Relay drops its connection to that Discovery Relay and puts
all links for which subscriptions existed on that connection onto the
list of links on which Discovery Relay service is not avail able.
Because it is possible that another Discovery Relay is available for
that |link, the Discovery Proxy node again follows the process
described in Section 4.4.1.

4.5. Discovery Relay Perforner Behavior

Nodes that support service discovery nmay support both Di scovery Proxy
and Di scovery Relay. Behaviors described here are specific to nodes
that are providing D scovery Relay service. A node that provides
both types of service will follow both the behavior described here
and t he behavi or described for D scovery Proxy nodes.

4.5.1. Li nk Present

When a Di scovery Relay perforner receives a link present
notification, it determnes for each |link announced whether it has an

interface that is directly connected to that link. If so, it
determi nes whether it has previously announced the availability of
service on that link. |If not, it adds the link to the list of links

on which it provides Discovery Relay service (henceforth "Di scovery
Relay link list").

If as a result of a 'Link Present’ announcenent the Discovery Rel ay
link I'ist has changed, the Discovery Relay perforner sends a new
"Di scovery Relay Available’ prinmtive to the Director

4.5. 2. Li nk Renoved

When the Discovery Relay Performer receives a 'Link Renoved
primtive, for each link nentioned in the primtive it checks to see
if it is currently providing service on that link. For each link
mentioned in the prinmitive for which it is providing service, it
deletes that link fromits list of links on which it is providing
service. If any links were deleted fromthe list, the Discovery
Rel ay Performer sends a new 'Discovery Relay Avail able’ nessage to
the Director

4.5.3. Discovery Proxy Avail able
Directors send ’Discovery Proxy Available’ primtives to D scovery
Rel ay Performers when new Di scovery Proxy Perforners announce their

availability, and al so when Di scovery Proxy Perforners announce
changes to their configuration. Wen a D scovery Relay Perforner
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receives one of these prinitives, it updates its Discovery Proxy IP
address whitelist with the set of | P addresses fromthe prinmtive,
and updates the Discovery Proxy authentication certificate as well.
If the Discovery Proxy is connected to the Discovery Relay and either
the certificate changed, or the source |P address of the connection
is no longer on the whitelist, the Discovery Relay drops the

connecti on.

4.5.4. Discovery Proxy Resigning

Directors send 'Discovery Proxy Resigning nessages to Discovery

Rel ay Perforners when Discovery Proxy Perforners indicate that they
are no |l onger available, or when they are disabled by the
orchestration system Wen a Discovery Relay Performer receives this
primtive, it checks to see if any connections fromthat D scovery
Proxy are present. Any such connections are term nated.

4.5.5. Discovery Relay Avail able

Di scovery Relay Performers send ' Di scovery Rel ay Avail abl e’
primtives to the Director whenever their configuration changes in a
way that affects the content of the primtive, and al so whenever
their node becones newly available to the Director. In addition to
notifying the Director when they first becone connected to the
Director’s orchestration system they nmust also notify the Director
when t hey di sconnect and reconnect.

Di scovery Relays listen for connections from Di scovery Proxies.
Because no port is reserved for Discovery Relays, it is not useful to
announce the availability of the service until the service is
listening for connections, at which point it will know which port it
is listening on. Therefore, before sending a ' Discovery Rel ay

Avail able’ prinmtive, a D scovery Relay Performer nust have received
its listening port fromthe Discovery Relay service.

4.5.6. Discovery Relay Resigning

When a node providing Discovery Relay service nmust stop providing
that service, it sends a 'Discovery Relay Resigning prinmtive to the
Director.

5. Connections between Di scovery Proxies and Discovery Rel ays

When a Discovery Relay starts, it opens a passive TCP listener to
recei ve connections from Di scovery Proxies. This listener may be
bound to one or nore source | P addresses, or to the wldcard address,
dependi ng on the TCP inplenentation. Wen a connection is received,
the relay nust first validate that it is a connection to an IP
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address to which connections are allowed. For exanple, it may be
that only connections to ULAs are allowed, or to the |IP addresses
configured on certain interfaces. |If the listener is bound to a
specific I P address, this check is unnecessary.

The relay nmust then validate that the source |IP address of the
connection is on its whitelist. |If the connection is not pernitted
ei ther because of the source address or the destination address, the
Di scovery Relay responds to the TLS dient Hello nmessage fromthe

Di scovery Proxy with a TLS user_canceled alert ([I-D.ietf-tls-tlsl3]
Section 6.1).

O herwi se, the Discovery Relay will attenpt to conplete a TLS
handshake with the Di scovery Proxy. Discovery Proxies are required
to send the post_handshake auth extension ([I-D.ietf-tls-tls13]
Section 4.2.5). If arelay proxy receives a UientHello nessage with
no post handshake auth extension, the Discovery Relay rejects the
connection with a certificate required alert ([I-D.ietf-tls-tlsl3]
Section 6.2).

Once the TLS handshake is complete, the Di scovery Relay MJST request
post - handshake aut hentication as described in ([I-D.ietf-tls-tlsl3]
Section 4.6.2). |If the Discovery Proxy refuses to send a
certificate, or the key presented does not natch the key associ ated
with the I P address from which the connection originated, or the
CertificateVerify does not validate, the connection is dropped with
the TLS access_denied alert ([I-D.ietf-tls-tls13] Section 6.2).

Once the connection is established and authenticated, it is treated
as a DNS TCP connection [ RFC1035].

Al'i veness of connections between Di scovery Proxies and Relays is

mai nt ai ned as described in Section 4 of
[I-D.ietf-dnsop-session-signal]. Discovery Proxies nust al so honor
the "Retry Delay’ TLV (section 5 of [I-D.ietf-dnsop-session-signal])
if sent by the Discovery Relay.

Di scovery Proxies may establish nore than one connection to a
specific Discovery Relay. This would happen in the case that a TCP
connection stalls, and the Discovery Proxy is able to reconnect
before the previous connection has tinmed out. It could al so happen
as a result of a server restart. It is not likely that two active
connections fromthe same Di scovery Proxy woul d be present at the
same time, but it must be possible for additional connections to be
established. The Discovery Relay may drop the ol d connection when
the new one has been fully established, including a successful TLS
handshake. What it nmeans for two connections to be fromthe sane
Di scovery Proxy is that the connections both have source addresses
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that belong to the sane proxy, and that they were authenticated using
the sane client certificate.

6. Traffic fromRelays to Proxies

The mere act of connecting to a Discovery Relay does not result in
any nDNS traffic being forwarded. 1In order to request that nDNS
traffic froma particular link be forwarded on a particul ar
connection, the Discovery Proxy nust send a session signaling nmessage
containing one or nore MDNS Li nk Request TLVs (Section 9.1)
indicating the link fromwhich traffic is requested.

When such a nmessage is received, the Discovery Relay validates that
each specified link is available for forwarding, and that forwarding
is enabled for that link. For each such nessage the Discovery Rel ay
val i dates each link specified and includes in a single response a
list of zero or nore MDNS Link Invalid TLVs )Section 9.2) for |inks
that are not valid, and zero or nmore MDNS Link Subscribed TLVs
(Section 9.3) for links that are valid. For each valid link, it
begins forwarding all nDNS traffic fromthat link to the Discovery
Proxy. Delivery is not guaranteed: if there is no buffer space,
packets will be dropped. It is expected that regular nDNS retry
processing will take care of retransnission of |ost packets. The
anount of buffer space is inplenentation dependent, but generally
shoul d not be nore than the bandw dth del ay product of the TCP
connection [ RFC1323].

nDNS nessages from Rel ays to Proxies are framed within DNS Session
Signaling nessages. This allows nultiple TLVs to be included. Each
forwarded nDNS nessage is contained in an MDNS Message TLV

Section 9.4. The layer 2 source address of the message, if known,
MAY be encoded in a Layer 2 Source TLV (Section 9.5). The source IP
address of the message MJST be encoded in a | P Source Address TLV
(Section 9.6). The source port of the nmessage MJST be encoded in an
| P Source port TLV (Section 9.7). The link on which the nessage was
recei ved MIUST be encoded in a Link Identifier TLV (Section 9.8). The
Di scovery Proxy MJST silently ignore unrecognized TLVs in nDNS
messages, and MJUST NOT di scard nDNS nessages that include

unr ecogni zed TLVs.

A Di scovery Proxy may discontinue |istening for nDNS nessages on a
particular link by sending a session signaling nessage containing an
MDNS Li nk Di scontinue TLV (Section 9.9). Subsequent nessages from
that link that had previously been queued indicating may arrive. The
Di scovery Proxy should silently ignore such nessages. The Discovery
Rel ay MJST di sconti nue generating such nessages as soon as the
request is received. The Discovery Relay does not respond to this
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nmessage other than to discontinue forwardi ng nDNS nessages fromthe
specified |inks.

7. Traffic fromProxies to Rel ays

Like nDNS traffic fromrelays, each nDNS nessage sent by a Di scovery
Proxie to a Discovery Relay is encapsulated in an MDNS Message TLV
(Section 9.4) within a session signaling nessage. Each nmessage MJST
contain one or nore Link ldentifier TLVs (Section 9.8). The

Di scovery Relay will transmt the nessage to the nDNS port and
mul ti cast address on each Iink. The nessage MJST include one or nore
IP fanmily TLVs (Section 9.10). For each such TLVs that is included,
the message will be sent on each link using the specified IP fanmily.
If no fanmily codes are recogni zed, no packets will be transmitted.

8. Discovery Proxy Behavior

Di scovery Proxies treat links for which D scovery Relay service is
being used as if they were virtual interfaces; in other words, a

Di scovery Proxy serving nultiple links using nultiple Discovery

Rel ays behaves the sane as a Discovery Proxy serving nmultiple links
using multiple physical network interfaces.

Di scovery Proxies responding to nDNS nessages for non-link-local IP
addresses where the unicast bit is set respond directly, rather than
through a proxy. Link-local responses are not supported for links to
whi ch Di scovery Proxies are not directly connected.

9. Session Signaling TLVs

Thi s docunment defines a nodest number of new DNS Session Signaling
TLVs.

9.1. MDNS Link Request

The MDNS Li nk Request TLV conveys a 32-bit link identifier from which
a Discovery Proxy is requesting that a Discovery Relay forward nDNS
traffic. The link identifier cones fromthe orchestrati on system
(see Section 4.2.1). The SSOP-TYPE for this TLV is TBDl1. The SSOP-
LENGTH is always 4. The SSOP-DATA is the 32-bit identifier in
networ k byte order

9.2. MDNS Link Invalid
The MDNS Link Invalid TLV is returned in response to a session
signal i ng nessage contai ning an MDNS Li nk Request, and returns the

32-bit identifier that was contained in that request. The link
identifier comes froman MDNS Link Request TLV in the message bei ng
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responded to. The TLV indicates that the specified link identifier
does not refer to a valid link, either because the link is not
supported by the Di scovery Relay, or because the identifier is not
known. The SSOP-TYPE for this TLV is TBD2. The SSOP-LENGTIH is

al ways 4. The SSOP-DATA is the 32-bit identifier in network byte
order.

9. 3. MDNS Li nk Subscri bed

The MDNS Link Subscribed TLV is returned in response to a session
signal i ng nessage contai ning an MDNS Li nk Request, and returns the
32-bit identifier froma MNS Li nk Request TLV that was contained in
that request. It indicates that MDNS nessages for the specified link
have been successfully subscribed. The SSOP-TYPE for this TLV is
TBD3. The SSOP-LENGTH is always 4. The SSOP-DATA is the 32-bit
identifier in network byte order

9.4. NMDNS Message

The MDNS Message TLV is used to encapsul ate an nDNS nessage that is
being forwarded froma link to a D scovery Proxy, or is being
forwarded froma Discovery Proxy to a link. The SSOP-TYPE for this
TLV is TBD4. SSOP-LENGTH is the Il ength of the application |ayer
payl oad of the MDNS message. SSOP-DATA is the application |ayer
payl oad of the nessage

9.5. Layer 2 Source Address

The Layer 2 Source Address TLV is used to report the layer 2 address
from whi ch an nDNS nmessage was received. This TLV is optionally
present in session signaling nmessages from Di scovery Relays to

Di scovery Proxies that contain nDNS nessages when the source |ink-

| ayer address is known. The SSOP-TYPE is TBD5. SSOP-LENGTH is

vari abl e, depending on the Iength of |ink-layer addresses on the |ink
fromwhich the nessage was received. SSOP-data is the |ink-I|ayer
address as it was received on the |ink

9. 6. | P Sour ce Address

The I P Source Address TLV is used to report the I P source address
fromwhi ch an nDNS nessage was received. This TLV is present in
session signaling nessages from Di scovery Relays to Discovery Proxies
that contain nDNS nmessages. SSOP-TYPE is TBD6. SSOP-LENGTH is
either 4, for an | Pv4 address, or 16, for an | Pv6 address. SSOP-DATA
is the | P Address.
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9.7. | P Source Port

The 1P Source Port TLV is used to report the I P source port from

whi ch an nDNS nessage was received. This TLV is present in session
signaling nessages from Di scovery Relays to Discovery Proxies. SSOP-
TYPE is TBD7. SSOP-LENGTH is 2. SSOP-DATA is the source port in

net wor k byte order

9. 8. Link Identifier

This option is used both in session signaling nessages from Di scovery
Proxies to Discovery Relays that contain nDNS nessages, and in
message from Di scovery Rel ays to Discovery Proxies that contain nDNS
messages. |In the former case, it indicates a link to which the
message should be forwarded; in the latter case, it indicates the
link on which the nessage was received. SSOP-TYPE is TBD8. SSOP-
LENGTH is 4. SSOP-DATA is a 32-bit link identifier as described in
Section 4.2.1.

9.09. MDNS Di sconti nue

This option is used by Discovery Proxies to unsubscribe to nDNS
messages on the specified Iink. Mre than one may be present in a
singl e session signaling nmessage. SSOP-TYPE is TBD9. SSOP-LENGTH is
4. SSOP-DATA is a 32-bit link identifier as described in

Section 4.2.1.

9.10. |IP Address Fanmly

This option is used in nDNS nessages sent by Discovery Proxies to
links to indicate to the Discovery Relay which I P address fanily or
fam lies should be used when transmitting the nmessage on the link
More than one may be present in a single session signaling nessage.
SSOP- TYPE is TBD10. SSOP-LENGTH is 1. SSOP-DATA is a 8-bit IP
famly identifier. A value of 1 indicates IPv4. A value of 2

i ndicates IPv6. O her values are reserved, and MJST be ignored if
not recogni zed.

10. Security Considerations
11. | ANA Consi derations

The 1ANA is kindly requested to update the DNS Session Signaling Type
Codes Registry [I-D.ietf-dnsop-session-signal] by allocating codes
for each of the TBD type codes listed in the follow ng table, and by
updating this docunent, here and in Section 9. Each type code should
list this docunment as its reference document.
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12.

13.

14.

14.

St andard MDNS Li nk Request

I I I I
| TBD2 | Standard | MDNS Link Invalid |
| TBD3 | Standard | MDNS Link Subscribed [
| TBD4 | Standard | MDNS Messsage [
| TBD5 | Standard | Layer Two Source Address |
| TBD6 | Standard | | P Source Address |
| TBD7 | Standard | | P Destination Address [
| TBD8 | Standard | Link Identifier |
| TBD9 | Standard | MDNS Di sconti nue [
| TBD1O0 | Standard | | P Address Fanily |
Fomm e - - Fomm e e e o - Fo e e e e e e eam o +

DNS Session Signaling Type Codes to be allocated
I ANA Consi derations
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