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Abst r act

Over the course of several years, a rich collection of technol ogies
has devel oped around DNS-Based Service Discovery, described across
mul ti ple docunments. This "Road Map" docunent gives an overvi ew of
how t hese separate but related technol ogies (and their docunents) fit
together, to facilitate Service Discovery in various environnments.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on January 3, 2018.
Copyright Notice

Copyright (c) 2017 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
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include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1.

Road Map

DNS- Based Service Discovery [RFC6763] is a component of Zero
Configuration Networking [ RFC6760] [ZC] [ Roadnap].

Over the course of several years, a rich collection of technol ogies
has devel oped around DNS-Based Service Discovery. These various
separate but rel ated technol ogi es are described across multiple
docunents. This "Road Map" docunent gives an overview of how t hese
technol ogi es (and their docunents) fit together to facilitate Service
Di scovery across a broad range of operating environnents, from snall
scal e zero-configuration networks to large scal e adninistered
networks, fromlocal area to wide area, and from | ow speed wirel ess
links in the kb/s range to high-speed wired |inks operating at
multiple Gb/s.

Not all of the avail able conponents are necessary or appropriate in
all scenarios. One goal of this "Road Map" docunent is to provide
gui dance about which conponents to use depending on the probl em being
sol ved.
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2

Servi ce Type Nanespace

The single nost inportant concept in Service Discovery is the
nanespace specifying how different service types are identified.

This is how a client conmuni cates what it needs, and how a server
communi cates what it offers. For a client to discover a server
client and server need to use the sanme nanespace of service types,
otherwi se they may actually speak the sane application protocol over
the air or on the wire, and may in fact be conpletely compatible, and
yet may be unable to detect this because they are using different
nanes to refer to the sane actual service. Hence, having a

consi stent namespace for referring to service types is vital

| ANA nanages the registry of Service Types [RFC6335][SN]. This
registry of Service Types can (and should) be used in any Service
Di scovery protocol as the vocabul ary for describing *all* |P-based
services, not only DNS-Based Service Discovery [RFC6763].

In this document we focus on the use of the | ANA Service Type
Registry [SN] in conjunction with DNS-Based Service Di scovery, though
that should not be taken in any way to inply any criticismof other
Service Discovery protocols sharing the same nanespace of service
types. In different circunstances different Service D scovery
protocol s are appropri ate.

For exanple, for Service Discovery of services potentially available
via a W-Fi access point, prior to association with that W-Fi access
poi nt, when no IP link has yet been established, a Service Discovery
protocol may use raw 802.11 frames, not necessarily |IP, UDP, or DNS-
formatted nmessages. For Service Discovery using peer-to-peer W-Fi
technol ogi es, without any W-Fi access point at all, it may also be
preferable to use raw 802.11 franmes instead of I P, UDP, or DNS-
formatted nmessages. Service Discovery using | EEE 802.15.4 radi os may
use yet another over-the-air protocol. What is inportant is that
they all share the sane vocabul ary to describe all |P-based services,
so that client and server software, using agnostic APls to consune
and of fer services on the network, has a common | anguage to identify
those services, independent of the mediumor the particular Service
Di scovery protocol in use on that nmedium Just as TCP/IP runs on
many different link | ayers, and the concept of using an I P address to
identify a particular peer is consistent across many different |ink

| ayers, the concept of using a nane fromthe | ANA Service Type
Registry to identify a particular service type al so needs to be

consi stent across all I P-supporting link |ayers.
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3.

Servi ce Discovery Operational Mbdel

The three principal Service Discovery operations utilizing service
types in the I ANA Service Type Registry [SN] are:

1. Ofer

2. Discover/ Enunerate

3 Use

The first step, "Ofer", is when a server is offering a service using

some application-layer protocol on a listening TCP or UDP (or other
transport protocol) port, and wi shes to make that known to ot her
devi ces.

The second step, "Discover”, sonetinmes called, "Enunmerate", is when a
client device wishes to performsone action, but does not yet know
whi ch particular service instance will be used to performthat

action. For exanple, when a user taps the "AirPrint" button on an

i Phone, the iPhone knows that the user wishes to print, but not which
particular printer to use. The desired *function* is known (IPP

printing), but not the particular instance. 1In this case, the client
devi ce needs to enunerate the list of available service instances
that are able to performthe desired task. |n nost cases this |ist

of service instances is presented to a human user to choose from in
sone cases it is software that examnes the |ist of avail able service
i nstances and determn nes the best one to use.

The third step, "Use", is when particular service instance has been
selected, and the client wants to nake use of that service instance,
by opening a TCP connection to it or by sendi ng UDP dat agrans.

The second and third steps are intentionally separate. 1In the second
step, a limted anount of information (typically just the nane) is
requested about a | arge nunber of service instances. In the third

step nore detailed information (e.g, target host |P address, port
nunber, etc.) is requested about one specific service instance.
Requesting all the detailed information about all avail able service
i nstances woul d be inefficient and wasteful on the network. |[If the
i nformati on about services on the network is imgined as a table,
then the second step is requesting just one colum fromthat table
(the nanes) and the third step is requesting just one row fromthat
table (the information pertaining to just one named service

i nstance).

To give an exanple, clicking the "+" button in the printer settings
on macOS is an operation perfornmng the second step. It is
requesting the nanes of all available printers. Once a print queue
has been configured for the chosen printer, subsequent printing of
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docunents is an operation performng the third step. It only needs
to request information about the specific printer in question. It is
not necessary to repeatedly discover the list of every printer on the
network if the device already knows which one it intends to use.

DNS- Based Service Di scovery [RFC6763] inplenents these three
principal Service Discovery operations using DNS records and queri es,
either using Miulticast DNS [ RFC6762] (for queries limted to the

| ocal link) or conventional unicast DNS [ RFC1034] [RFC1035] (for
queries beyond the local |ink).

O her Service Discovery protocol achieve the sanme semantics using
di fferent packet formats and nmechani sns.

One incidental benefit of using DNS as the foundation |ayer is that
Mul ti cast DNS and conventional unicast DNS are al so used provi de nane
resol ution (mappi ng host nanes to | P addresses) so there is sone
efficiency and code reuse in using the same underlying protocol for
bot h nam ng and service di scovery.

A final requirenment is that the Service Discovery protocol perform
not only discovery at a single nonent in tinme, but also ongoing
change notification (sonetines called "Publish & Subscribe").

Wt hout support for ongoing change notification, clients would be
forced to resort to polling to keep data up to date, which is

i nefficient and wasteful on the network.

Mul ticast DNS [ RFC6762] inplicitly includes change notification by
vi rtue of announcing record changes via IP Milticast, which allows
these changes to be seen by all peers on the sane |ink (broadcast
donai n) .

Conventi onal unicast DNS [ RFC1034] [RFC1035] has historically not had
broad support for change notification. This capability is added via
t he new nechani sm for DNS Push Notifications [Push].

When usi ng DNS-Based Service Di scovery [RFC6763] there are two
aspects to consider: firstly how the clients choose what DNS nanes to
query, and what query nechanisns to use, and secondly how t he

rel evant information got into the DNS nanespace in the first place,
so as to be available when clients query for it.

The avail abl e nanespaces are di scussed below in Section 4. dient

operation is discussed in Section 5 and server operation is discussed
in Section 6.
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4.

Servi ce Di scovery Nanespace

When used with Miulticast DNS [ RFC6762] queries are automatically
performed in the ".local" parent donmain.

When used with conventional unicast DNS [ RFC1034] [ RFC1035] sone
ot her domai n nmust be used

For individuals and organi zations with a gl obal |l y-uni que domai n name
registered to them their globally-unique donmain nane, or a subdonmain
of it, can be used for service discovery.

However, it woul d be convenient for capable service discovery to be
avai l abl e even to people who haven't taken the step of registering
and paying for a gl obally-uni que domain nanme. For these people it
woul d be useful if devices arrived preconfigured with sone suitable
factory-default service discovery donmain, such as "services. honenet"”
[I-D.ietf-homenet-dot]. Services published in this factory-default
servi ce di scovery domain would not be globally unique or globally
resol vabl e, but they could have scope larger than the single |ink
provi ded by Milticast DNS
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5.

Client Configuration and Operation

When usi ng DNS-Based Service Discovery [RFC6763], clients have to
choose what DNS nanes to query.

When used with Miulticast DNS [ RFC6762] queries are autonmatically
performed in the ".local" parent donain.

For di scovery beyond the local |ink, a unicast DNS domai n nust be
used. This unicast DNS domain can be configured nanually by the
user, or it can be learned dynanically fromthe network (as has been
done for nmany years at |ETF neetings to facilitate di scovery of the
| ETF Term nal Room printer from outside the | ETF Termi nal Room
network). In the DNS-SD specification [ RFC6763] section 11,

"Di scovery of Browsing and Registrati on Domai ns (Domain
Enuneration)", describes how a client device | earns one or nore
recomended service di scovery donmins fromthe network, using the
special "lb. _dns-sd. _udp" query.

G ven the service type that the user or client device is seeking (see
Section 2) and one or nore service discovery domains to |look in, the
client then sends its DNS queries, and processes the responses.

For some uses one-shot conventional DNS queries and responses are
perfectly adequate, but for service discovery, where a list may be

di spl ayed on a screen for a user to see, it is desirable to keep that
list up to date without the user having to repeatedly tap a "refresh"”
button, and wi thout the software repeatedly polling the network on
the user’s behal f.

And early solution to provide asynchronous change notifications for
uni cast DNS was the UDP-based protocol DNS Long-Lived Queries
[DNS-LLQ . This was used, anong other things, by Apple’ s Back to My
Mac Service [RFC6281] introduced in Mac CS X 10.5 Leopard in 2007.

Recent experience has shown that an asynchronous change notification
protocol built on TCP would be preferable, so the IETF is now
devel opi ng DNS Push Notifications [Push].

Because DNS Push Notifications is built on top of a DNS TCP
connection, rather than inventing its own session signaling

mechani sms, DNS Push Notifications adopts the conventions specified
by DNS Session Signaling [S-Sig].
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6

Server Configuration and Operation

Section 5 above describes how clients performtheir queries. The
rel ated question is how the relevant information got into the DNS
nanespace in the first place, so as to be avail able when clients
query for it.

One way that rel evant service discovery information can get into the
DNS namespace is sinmply via manual configuration, creating the
necessary PTR, SRV and TXT records [RFC6763], and indeed this is how
the | ETF Terminal Room printer has been advertised to | ETF neeting
attendees for many years. Wile this is easy for the experienced
network operators at the |ETF, it can be onerous to others |ess
famliar with how to set up DNS-SD records.

Hence it would be convenient to automate this process of popul ating
the DNS nanespace with rel evant service discovery information. Two
efforts are underway to address this need, the Service D scovery
Proxy [DisProx] and the Service Registration Protocol [RegProt].

The first effort is the Service Discovery Proxy [DisProx]. This
technology is designed to work with today' s devices that advertise
services using Miulticast DNS only (such as alnost all network
printers sold in the | ast decade). A Service Discovery Proxy is a
devi ce col ocated on the sane link as the devices we wish to be able
to discover fromafar. A renote client sends unicast queries to the
Di scovery Proxy, which perforns | ocal Milticast DNS queries on behalf
of the renote client, and then sends back the answers it discovers.

Because the tinme it takes to receive Miulticast DNS responses is
uncertain, this mechani smbenefits frombeing able to deliver
asynchronous change notifications as new answers cone in, using DNS
Long- Li ved Queries [DNS-LLQ or the newer DNS Push Notifications
[Push] on top of DNS Session Signaling [S-Sig].

As an alternative to having to be physically connected to the desired
network link, a Service Discovery Proxy [Di sProx] can use a Milticast
DNS Di scovery Relay [Relay] to give it a 'virtual’ presence on a
renote |link. |Indeed, when using D scovery Relays, a single Discovery
Proxy can have a 'virtual’ presence on hundreds of renote links. A
single Discovery Proxy in the data center can serve the needs of an
entire enterprise. This is nodeled after the DHCP protocol. In
sinpl e residential scenarios the DHCP server resides on the |oca
link. In conplex enterprise networks, a single DHCP server resides
in the data center, using sinple |lightweight BOOIP relay agents

col ocated with the routers on each physical |ink
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Finally, when clients are nmaking TCP connections to nultiple Service
Di scovery Proxies at the same time, this can be burdensone for the
clients (which may be nobile and battery powered) and for the the
Service Discovery Proxies (which may have to serve hundreds of
clients). This situation is renedi ed by use of a Service Discovery
Broker [Broker]. A Service Discovery Broker is an internediary
between client and server. A client can issue a single query to the
Service Discovery Broker and have the Service Discovery Broker do the
hard work of issuing multiple queries on behalf of the client. And a
Service Discovery Broker can shield a Service Discovery Proxy from
excessive | oad by colapsing nmultiple duplicate queries fromdifferent
client down to a single query to the Service Discovery Proxy.

The second effort in this space, tacking the chal enge of automating
the process of popul ating the DNS nanespace with rel evant service
di scovery information, is the Service Registration Protoco
[RegProt]. This technology is designed to work with future devices
that explicitly cooperate with the network to advertise their

servi ces

The Service Registration Protocol is effectively DNS Update, with
some minor additions.

One addition is the introduction of a lifetinme on DNS Updates, using
the the Dynamic DNS Update Lease EDNS(0) option [DNS-UL].

The second addition is the introduction of information that tells the
Service Registration server that the device will be going to sleep to
save power, conbined with information specifying howto wake it up
agai n on demand, using the EDNS(0) OMER Option [Oaner].

The use of an explicit Service Registration Protocol is beneficial in
net wor ks where nulticast is expensive, inefficient, or outright

bl ocked, such as many W-Fi networks. An explicit Service

Regi stration Protocol is also beneficial in networks where mnulticast
and broadcast are supported poorly, if at all, such as nmesh networks
i ke those using | EEE 802. 15. 4.

The use of power managenent information in the Service Registration

messages allows devices to sleep to save power, which is especially
beneficial for battery-powered devices in the hone.
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