I nt ernet Engi neering Task Force S. Cheshire

I nternet-Draft Appl e Inc.
I ntended status: |nformational T. Lenon
Expi res: January 3, 2018 Nom num | nc.

July 2, 2017

Service Di scovery Broker
draft-sctl-di scovery-broker-00

Abst ract

DNS- Based Service Discovery allows clients to discover avail able
services using unicast DNS queries. |In sinple configurations these
uni cast DNS queries go directly to the appropriate authoritative
server(s). 1In large networks that have conplicated topol ogy, or
many client devices, or both, it can be advantageous to have an
intermedi ary between the clients and authoritative servers. This
internmediary, called a D scovery Broker, serves several purposes.

A Di scovery Broker can reduce | oad on both the servers and the
clients, and gives the option of presenting clients with service

di scovery organi zed around | ogical, rather than physical, topol ogy.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
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publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

1. I nt roduction

DNS- Based Service Discovery (DNS-SD) [ RFC6763] is a conponent of Zero
Configuration Networking [ RFC6760] [ZC] [ Roadmap].

DNS- SD operates on a single network |ink (broadcast donain) using
Mul ticast DNS [ RFC6762]. DNS-SD can span nultiple |inks using
uni cast DNS.

In the DNS-SD specification [RFC6763] section 11, "Discovery of
Browsi ng and Regi stration Donai ns (Domai n Enumeration)", describes
how client devices are automatically configured with the appropriate
uni cast DNS domains in which to performtheir service discovery
queries. Wen used in conjunction with a Discovery Proxy [ D sProx]
this allows clients to discover services on renote |inks, even when
t he devices providing those services support only the basic Milticast
DNS form of DNS-Based Service Discovery. A Discovery Broker is a
compani on technol ogy that operates in conjunction with existing
authoritative DNS servers (such as a Discovery Proxy [Di sProx]) and
existing clients perform ng service di scovery using uni cast DNS
queri es.
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Pr obl em St at enent

The follow ng description of how a Di scovery Broker works is
illustrated using the exanple of a long rectangul ar office building.
The building is | arge enough to have hundreds or even thousands of
enpl oyees working there, the network is large enough that it would be
impractical to operate it as a single link (a single broadcast

domain, with a single | Pv4 subnet or | Pv6 network prefix).

Suppose, for this exanple, that the network is divided into twelve
separate |inks, connected by routers. Each link has its own | Pv6
network prefix. The division of the network into twelve sections of
roughly equal size is somewhat arbitrary, and does not necessarily
foll ow any physical boundaries in the building that are readily
apparent to its inhabitants. Two people in adjacent offices on the
same corridor may have Ethernet ports connected to different |inks.
I ndeed, two devices in the same office, connected to the conpany
network using secure W-Fi, nay inadvertently associate with

di fferent access points, which happen to be connected to different
wired links with different 1 Pv6 network prefixes.

If this network were operated the way nost networks have historically
been operated, it would use only Milticast DNS Service D scovery, and
adj acent devices that happen to connect to different underlying |inks
woul d be unable to discover each other. And this would not be a rare
occurrence. Since this exanple building contains eleven invisible
boundari es between the twelve different |inks, anyone cl ose to one of
those invisible boundaries will have a popul ati on of nearby devices
that are not discoverable on the network, because they're on a
different link. For exanple, a shared printer in a corridor outside
one person’s office may not be discoverable by the person in the very
next office.

One path to solving this problemis as follows:
1. Install a Discovery Proxy [DisProx] on each of the twelve |inks.

2. Create twelve naned subdomai ns, such as, "servicesl. exanple. cont,
"services2. exanpl e. cont', "services3. exanple.conf, and so on

3. Del egate each nanmed subdormain to the correspondi ng Di scovery
Proxy on that |ink.

4. Create entries in the 'ip6.arpa reverse nmapping zone directing
clients on each link to performservice discovery queries in the
appropriate naned subdonmi ns, as docunented in section 11 of the
DNS- SD specification [ RFC6763].
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In step 4 above, it might be tenpting to add only a single record in
each reverse mappi ng domai n referencing the correspondi ng services
subdomain. This would work, but it would only facilitate each client
di scovering the sane services it could al ready discover using

Mul ticast DNS [ RFC6762]. In sone cases even this is useful, such as
when using W-Fi Access Points with nulticast disabled for
efficiency. |In such cases this configuration would allow wirel ess

clients to discover services on the wired network segnment without
having to use costly W-Fi nulticast.

But for this exanple we want to achi eve nore than just equival ency
with Milticast DNS

In this exanple, each reverse mapping domain is populated with the
nane of its own services subdomain, plus its neighbors. The reverse
mappi ng domain for the first link has two "l b. _dns-sd. _udp" PTR
records, referencing "servicesl. exanpl e.cont and
"services2. exanpl e.com'. The second link references servicesl
services2, and services3. The third link references services2
services3, and services4. This continues along the building, unti
the last Iink, which references servicesll and servicesl?2

In this way a "sliding window' is created, where devices on each |ink
are directed to |l ook for services both on that Iink and on its two

i mredi at e nei ghbors. Dependi ng on the physical and |ogica

topol ogies of the building and its network, it may be appropriate to
direct clients to query in nore than three services subdomains. |If
the building were a ring instead of a linear rectangle, then the

net wor k topol ogy would "wap around", so that links 1 and 12 woul d be
nei ghbors.

This solves the problem of being unable to discover a nearby device
because it happens to be just the other side of one of the twelve
arbitrary invisible network |ink boundari es.

For many cases this solution is adequate, but there is an issue to
consider. In the exanple above, a client device on link 5 has TCP
connections to three Discovery Proxies, on links 4, 5 and 6. 1In a
nmore conpl ex setup each client could have many nore TCP connecti ons
to different Discovery Proxies.

Simlarly, if there are a many clients, each D scovery Proxy could be
required to handl e thousands of simnultaneous TCP connections from
clients.

The solution to these two problens is the Di scovery Broker
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3.

Di scovery Broker Operation

The Di scovery Broker is an internediary between the client devices
and the Discovery Proxies. It is a kind of nultiplexing crossbar
switch. It shields the clients fromhaving to connect to nmultiple
Di scovery Proxies, and it shields the Di scovery Proxies from having
to accept connections fromthousands of clients.

Each client needs only a single TCP connection to a single Discovery
Broker, rather than nmultiple TCP connections directly to multiple

Di scovery Proxies. This eases the |Ioad on client devices, which may
be nobil e and battery-powered.

Each Di scovery Proxy needs to support connections to at nmost a small
nunber of Discovery Brokers. The burden of supporting thousands of
clients is taken by the Discovery Broker, which can be a powerful
server in a data center. This eases the | oad on the Di scovery Proxy,
whi ch may be inplemented in a device with linmted RAM and CPU
resources, like a W-Fi access point or |IP router

Recall that a Discovery Proxy [DisProx] is a special kind of
authoritative DNS server [RFC1034] [RFC1035]. Externally it behaves
like a traditional authoritative DNS server, except that instead of
getting its zone data froma manual | y-adm ni stered zone file, it
learns its zone data dynamically as a result of perform ng Milticast
DNS queries on its local link

A Discovery Broker is a simlar concept, except that it learns its
zone data dynamically as a result of perform ng *unicast* DNS
queries. For exanple, a Discovery Broker could be configured so that
the answer for "<sonething>.di scovery5. exanpl e. com' is obtained by
perform ng correspondi ng uni cast DNS queri es:

<sonet hi ng>. servi ces4. exanpl e. com
<sonet hi ng>. servi cesb5. exanpl e. com
<sonet hi ng>. servi ces6. exanpl e. com

and then returning the union of the results as the answer. The rdata
of the returned answers is not rewitten or nodified in any way by
the Discovery Broker
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4.

Prot ocol Transparency

From the point of view of an authoritative DNS server such as a

Di scovery Proxy, the protocol a D scovery Broker uses to nake
requests of it is the exact sane DNS protocol that any other client
woul d use to make requests of it (which nay be traditional one-shot
DNS queries [RFC1034] [RFC1035] or long-lived DNS Push Notifications
[ Push]).

A Di scovery Broker naking requests is no different from any other
client making requests. The fact that the Di scovery Broker nmay be
maki ng a single request on behalf of thousands of clients naking the
same request, thereby shielding the D scovery Proxy from excessive
traffic burden, is invisible to the Di scovery Proxy.

This nmeans that an authoritative DNS server such as a Di scovery Proxy
does not have to be aware that it is being queried by a Di scovery
Broker. |In sonme scenarios a Discovery Proxy may be deployed with
clients talking to it directly; in other scenarios the same Di scovery
Proxy product may be deployed with clients talking via a Di scovery
Broker. The Discovery Proxy sinply answers queries as usual in both
cases.

Simlarly, fromthe point of viewof a client, the protocol it uses
to talk to a Discovery Broker is the exact sane DNS protocol it uses
to talk to a Discovery Proxy or any other authoritative DNS server.

This nmeans that the client does not have to be aware that it is using
a Discovery Broker. The client sinply sends service discovery
queries as usual, according to configuration it received fromthe
network or otherw se, and receives answers as usual. A Discovery

Br oker may be enployed to shield a D scovery Proxy from excessive
traffic burden, but this is transparent to a client.

Anot her benefit for the client is that by having the D scovery Broker
query nultiple subdomai ns and aggregate the results, it saves the
client fromhaving to do nultiple separate queries of its own.
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5. Logical vs. Physical Topol ogy

In the exanple so far, we have focussed on facilitating discovery of
devi ces and services that are physically nearby.

Anot her application of the D scovery Broker is to facilitate
di scovery of devices and services according to other | ogical
rel ati onshi ps.

For exanple, it mght be considered desirable for the conpany’s two
file servers to be discoverabl e conpany-w de, but for its nmany
printers to only be discovered (by default) by devices on nearby
networ k 1inks.

As anot her exanpl e, company policy may bl ock access to certain
resources fromW-Fi; in such cases it woul d nake sense to inpl enent
consistent policies at the service discovery layer, to avoid the user
frustration of services being discoverable on W-Fi that are not
usable fromW-Fi.

Such policies, and countless variations thereon, may be inpl enented

in a Discovery Broker, limted only by the imagi nation of the vendor
creating the Discovery Broker inplenentation
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Recursive Application

Due to the Protocol Transparency property described above, multiple
Di scovery Brokers may be "stacked" in whatever conbinations are
useful. A Discovery Broker nakes queries in exactly the sane way a
client would, and a Discovery Broker accepts queries in exactly the
same way a Discovery Proxy (or other authoritative DNS server) woul d.
This means that a Discovery Broker talking to another Discovery
Broker is no different fromclient-to-broker or broker-to-proxy
communi cation, or indeed, direct client-to-proxy communication. The
arrows in the chart below are all instances of the same comunication
pr ot ocol

client -> proxy
client -> broker -> proxy
client -> broker -> broker -> proxy
This makes it possible to conbine Discovery Brokers with different

functionality. A Discovery Broker perform ng physical aggregation
could be used in conjunction with a D scovery Broker perfornng

policy-based filtering, as illustrated bel ow

| Ethernet | --> | Aggregating | --> | Discovery

| dient | | Br oker | | Pr oxy

| W-Fi | --> ] Filtering | -->| Aggregating | --> | Discovery |
| dient | | Broker | | Br oker | | Pr oxy
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Security Considerations

Di scovery (or non-di scovery) of services is not a substitute for

sui tabl e access control. Servers listening on open ports are
general ly discoverable via a brute-force port scan anyway; DNS-Based
Service Discovery nakes access to these services easier for

| egitimate users.
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