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Abst ract

The Internet of Things (10T) pronises to connect billions of objects
to the Internet. After deploying many stand-al one 10T systens in
different domains, the current trend is to develop a common, "thin
wai st" of protocols over a horizontal unified, defragnmented |oT
architecture. Such an architecture will nake objects accessible to
applications across organi zati ons and domains. Towards this goal
quite a few proposal s have been made to build an application-|ayer
based unified IoT platformon top of today’ s host-centric Internet.
However, there is a fundanmental m smatch between the host-centric
nature of todays Internet and nostly information-centric nature of
the 10T system To address this mismatch, an information-centric
network (I CN) architecture can provide a conmon set of protocols and
services, called "I CN-10T', which can be used to build |IoT platforns.
ICN-10T |l everages the salient features of ICN, and thus provides

nam ng, security, nobility support,scalability, and efficient content
and service delivery.

This draft sunmarizes general 10T denmands, and covers the chall enges

and design considerations ICN faces to realize a ICN-10T framework
based on I CN architecture.
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Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute

wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Decenber 28, 2017.
Copyri ght Notice

Copyright (c) 2017 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunments
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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he past decade, many Internet of Things (loT) systens have

| arge number of objects connect to the Internet,

avai

The recent trend,

in
| abl e

for interactions anong thenselves, as well as interactions wth nmany
different applications across boundaries of admnistration and
General 10T applications involve sensing, processing, and
secure content distribution occurring at various tinescales and at

domai ns.

multiple levels of hierarchy depending on the application
This requires the systemto adopt a unified
push and publi sh/subscri be nechanisns

requirenents.
architecture providing pull,

usi ng application abstractions, common nani ng, payload, encryption

and signature schenes.

to support commonly used interactions between consumners,

producer,

common i
however,
syst ens.
obj ects

cont

This requires open APIs to be generic enough

ent

and 10T services, as opposed to proprietary APls that are

n today’s systens. Building a unified IoT architecture,
poses great challenges on the underlying network and
To nane a few, it needs to support 50-100 Billion networked

[1], many of which are nobile. The objects wll
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extremel y heterogeneous neans of connecting to the Internet, often

with severe resource constraints. Interactions between the
applications and objects are often real-tinme and dynam c, requiring
strong security and privacy protections. |In addition, many |oT

applications are inherently information centric (e.g., data consuners
usual |y need data sensed fromthe environnment without any reference
to the sub-set of sensors that will provide the asked information).

Taking a general 10T perspective, we first nmotivate the di scussion of
ICN for 10T using well known scenarios. Then we discuss the |oT
requirenents generally applicable to many well known | oT scenari os.
We then discuss how the current application-layer unified |oT
architectures fail to neet these requirements. W follow this by key
ICN features that nakes it a better candidate to realize an unified

| oT framework. We then discuss |10oT design challenges froman ICN
perspective and requirenents posed towards its design

2. Mtivating ICN for 10T

ICN of fers many features including nanme-based networki ng, content

obj ect security, caching, conmputing and storage, nobility, context-
aware networking (see Section 3.6) and support for ad hoc networking
features, all of which have to be realized in an application-specific
means in the context of IP-10T. These conpelling features enable a
distributed and intelligent data distribution platformto support

het er ogeneous | oT services with features |ike device bootstrapping
with mnimal configuration, sinpler protocols to aid self-organizing
anong the 10T el enents, natural support for conpute and caching | ogic
at strategic points in the network. W discuss these features
through the followi ng scenarios that are difficult to realize over IP
today, and whose characteristics we argue match the features offered
by | CN

o0 Snart Mbility: Smarter end-user devices and Machi ne-to- Machi ne
(M2M connection are undergoing a significant growth. By 2021

there will be nore than 10 billion nobile devices and connection

i ncl udi ng snmartphones, tablets, wearables, vehicles [1]. |Involved
fields range from nmedi cal and heal thcare, fitness, clothing, to
environmental nonitoring [40]. |In particular, one of the nost
affected domain is transportation and the so-called Intelligent
Transport Systens (ITS) [42]. It ains at providing nmulti-nodal

transportation, enbracing public and private nunicipal, regional
national, trans-national vehicles and fleets. This extrenely

het er ogeneous eco-system of neans of transportation is made
available to users and citizens through advanced services. These
services are able to fulfill usability requirenents while pursuing
system | evel objectives, thus including: (i) the reduction of the
C2 footprint, (ii) the real-tine delivery of specific goods,
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(iii) the reduction of traffic within urban areas, (iv) the

provi sioni ng of pleasant journeys to tourists, and (v) the genera
commi tment of satisfactory travel time and experience [117]. In
this context, 10T technol ogies can play a pivotal, in particular
Traffic Managenent Systens (TMS) aided by |oT technol ogies are
creating novel approaches to traffic nodeling [47]. Moreover
such features enabl e advanced design paradigns (e.g., Mbility as
a Service (MaaS) [39]) with huge inplications in systens
architectures [48]. As a consequence, smart nmobility support can
be a significant use case of ICN-10oT. The inportant |ICN features
that corroborate nobility support are:

* The |l ocation independence of content allows one to nmanage
consunmer nobility in a sinpler way than IP. Different from
Mobile I P, that needs 'triangular routing’ to |ocate noving
hosts, ICN envisions that the consuners just needs to re-issue
content requests after changing the attachnent point [43];

* Since content is not bound to a specific location, it can be
cached anywhere in the network. This caching nmechani sm adds
redundancy to the system Therefore, if the producer |oses
connectivity while it is noving, a content request can be
resolved to an intermediate node en-route or routed towards a
cachi ng node [43];

* The content request-response conmmuni cation paradi gm decoupl es
publicati ons and subscriptions in tinme and space. Therefore,
entities involved are not aware of each other and do not need
to be connected at the sanme tinme [44];

* The use of in-network Nanme Resol ution Service design allows to
identify content nanme’s current |ocation in the network, thanks
to its network function of updating named entity |ocation
i nformation [56].

From a technol ogi cal perspective, open challenges are: (i)
interoperability across different 10T technologies; (ii) nanespace
design able to harmonize | TS standards; (iii) scal abl e dat a-
sharing nodel across real-time (and non real -tinme) traffic
sources; (iv) definition of travel-centric services based on | C\

| oT; (v) seam ess support to nobility; (vi) content authentication
and cryptography.

Smart Building: Buildings are gaining smart capabilities that
all ow to enhance confort, provide safety and security, manage
efficiently energy [101]. |In particular, snmart buildings are no
| onger sinple energy consuner, but can also be prosuners with on-
site energy generation systens. These systens can inprove
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building s usability towards: (i) Smart heating, ventilation, and
air conditioning (HVAC), (ii) Smart lightings, (iii) Plug |oads
(iv) Smart wi ndows. The main requirements of those sub-systens
are [101]: (i) context awareness; (ii) resource-constrained
devices; (iii) interoperability across heterogeneous technol ogi es;
(iv) security and privacy protection. The ICN paradi gmcould ease
the fulfillnment of those requirenents because, usually, smart

buil ding services are information centric by design: this means
that every tinme an autonom ¢ nmanagenent |oop is established within
the smart building to control sone physical variables of interest,
the informati on exchanged between users, sensors, actuators, and
controllers do not inmmediately translate to specific nodes within
the building but could be provided by multiple sensors / gateways.
The relevance of ICNin Smart Building is recognized in literature
with reference to the several frameworks deployed in various
environnments. For instance, in [61], nodes are distributed in
different roons, floors, and buildings of a canpus university and
their energy consunption and individual behavior are nonitored.
Smart home application is investigated in [103], by eval uating
data retrieval delay and data packet |oss. Moreover, [104]
designed and tested lighting control over NDN in a theater. In
this context, specific ICN challenges are: (i) design of a

scal abl e nanespace for uniquely identifying the information of
interest, (ii) data-sharing nodel across heterogeneous systens,
(iii) self-organizing functionalities for inproving network
connecti ons between end-nodes, utilities and the control center,
(iv) authentication procedures to grant data confidentiality and
integrity.

Smart Gid: Smart Gids are increasingly transforming into cyber-
physi cal systems [18] with the goal of naxi num autonmation towards
efficiency and m nimal human intervention. The systemis very
compl ex conprising of power distribution grids, end user
applications (e.g. EV charging systens, appliances etc), snart
nmoni toring systens (spanning end user and the power grids),

het er ogeneous energy produci ng sources (including prosuners), and
| oad distribution and bal ancing systens. Current snmart grid
systens are managed using Supservisory Control and Data

Acqui sition (SCADA) frameworks that are centralized and highly
restrictive unidirectional conmunication support [19]. Hence the
requirenent is towards : 1) greater flexibility to distribute the
energy fromthe feeder through real-tine reconfiguration of

mul tiple nonitoring devices (e.g. phasor neasurenent units
(PMJs)), and managenent operations which require efficient data
delivery infrastructure; 2) large scale data delivery
infrastructure, which also include |atency sensitive applications,
i nter-connecting heterogeneous snmart grid producing, nonitoring
and consum ng end user devices; 3) Resiliency,which is critical to
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the operation and protection of the grid; 4)Security, to protect
m ssion critical grid applications fromnetwork intrusions ; 5)
under st andi ng machi ne-to-machine traffic patterns for opti mal

pl acenent of storage and conputing for maxi numefficiency. Snmart
grids can benefit fromICNin the follow ng ways [ 20]

* Smart grid will benefit from naming content than hosts, as it
is nmore likely that data generated by one subsystemw || be
useful for multiple entities. Further, nam ng content allows
to enabl e many-to-many nodel of comuni cation, which is very
in-efficient in host-centric architectures.

* | CN features of in-network conputing, storage and caching wll
enabl e better use of network resources and benefit diverse
application needs varying from applications that has | ow
bitrate and is latency tolerant (e.g. smart grid and energy
pricing) to higher data rate ones with stringent del ay/

di sruption requirenments (e.g. synchrophasor neasurenents).
Also it is typical in smart grid systenms to have applications
consum ng the sane data at different rates in which case in-
net wor k cachi ng and conputing coul d hel p.

*  Host-centric networking exposes a mission critica
infrastructure like smart grid infrastructure to intrusion and
DOsS attacks, this is directly related to exposing the IP
addresses of critical applications and subsystens. Naning
content, service or device de-couples it fromthe |ocation
reduci ng the exposure to target a specific smart grid subsystem
based on a geographical context.

* | CN s name based networking offers the potential for self-
configuration both during bootstrapping and during the regul ar
operation of the grid allow ng scal able operation and sel f-
recovery during faults or maintenance tasks in the system

Smart I ndustrial Automation : In a snmart and connected industry
environnment, there is a multitude of equiprment with sensors that
generate | arge volunes of data during normal operation. This
range fromhighly tine-critical data for real-time control of
production processes, to less tine-critical data that is collected
to central cloud environnent for control roomnonitoring, to pure
|l og data without latency requirenents that is mainly kept for a
posteriori analysis. [Industrial wreless networks are harsh
environments with lots of potential interference at the sane tinme
as hard reliability and real-time requirenments are placed by many
applications. This nmeans that avail able network capacity is not

al ways high, so congestion is likely to be experienced by traffic
with less stringent tinmng requirenents. One such exanple is when
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errors occur in the production process, a nobile workforce wll
need to investigate the problemon-site and will need high
resolution data fromthe faulty machine as well as other process
data fromother parts of the plant. The nobile workforce will

| ocal |y performdiagnostics or nmaintenance and they rely on the
informati on fromthe production systemboth for safety and to
solve any issues in the plant. They rely on both historical data
in order to pinpoint the root cause of the problens, as well as
the current data flows in order to assess the present state of the
equi pnent under control. High resolution nmeasurenents are
generated close to the nobile workforce while the historic data
has to be retrieved fromthe historian servers. Miltiple workers
involved in the process will access the sanme data, possibly with a
slight tine-shift. The network thus need to support a nobile
users to get access to data flows in a way suitable for their
physical location and task requirenments. |Introducing |ICN
functionality into the systemcan introduce several benefits that
wi Il enhance the working experience and productivity for the
nobi | e wor kf or ce.

* VWhen using ICN, nam ng of data can be done in a way that
corresponds well to the current nanes often used in industria
scenarios as the hierarchical nanes defined by OPC Foundation
[10] maps well to the CCN NDN name space.

* |CN provides the possibility to get newest data w t hout know ng
the | ocation of the caches or whether a particul ar piece of
data is available locally or in a central repository. Also
gives the possibility to get either |ocal high-resolution data
or renote lowresolution data (no need to store all data
centrally, which is maybe not even possible due to | arge data
vol umes). May require known nami ng conventions or routing
policies that can route interests to the right |ocation

* Reduces network usage as unnecessary data is not transmitted,
and data accessed by nmultiple workers is only sent once.

* Workforce nobility between different access points in the
factory is inherently supported without the need to maintain
connection state.

* Renoving tedious configurations in clients since that is
provided by the infrastructure.

* Allow sharing of |arge data volunmes between users that are in

physical proximty w thout introducing additional traffic on
t he backbone.
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* Caching of data neans avoi di ng dat abase accesses to a
di stributed redundant database in the central infrastructure
wi th consi stency requirenents.

| oT Architectural Requirenents

A unified | oT platformhas to support interactions anong a |arge
nunber of nobile devices across the boundaries of organizations and
domains. As aresult, it naturally poses stringent requirements in
every aspect of the systemdesign. Below, we outline a few inportant
requirenents that a unified |IoT platformhas to address.

1. Nanming

An inmportant step towards realizing a unified |IoT architecture is the
ability to assign nanmes that are unique to each device, data itens
generated by these devices, or a group of devices towards a conmon
obj ective. Nami ng has the following requirenents. Firstly, nanes
need to be persistent against dynamc features that are common in |oT
systens, such as lifetime, nobility or migration. Secondly, nanes
that are derived fromthe keys need to be self-certifying, for both
devi ce-centric comuni cation and content-centric conmuni cation. For
devi ce-centric conmuni cation, the binding between device nanes and

t he device nust be secure. For content-centric communication, the

bi ndi ng between the nanmes and the content has to be secure. Thirdly,
nanes usually serve nultiple purposes: routing, security (self-
certifying) or human-readability. For 10T applications, the choice
of flat versus hunan readabl e nanes needs to be nmade consi dering
application and network requirenents such as privacy and network

| evel scalability, and the nane space explosion that may occur
because of conplex relationship between nane hierarchies [120] which
m ght confound application logic. |In order to ensure the
trustworthi ness of the names, a nane certificate service (NCS) needs
to be considered. Such a service acts as a certificate authority in
assi gni ng nanes, which are thensel ves public keys or appropriately

bound to the nane for verification at the consumer’s end. In short,
the NCS nust provide services anal ogous to those provided by a Public
Key Infrastructure (PKI). In ICN, users may either generate their

own public keys and submit themto the NCS for registration, or may
contact the NCS to acquire public keys. Consequently, the NCS
publ i shes approved cryptographic suites, object categories and object
description formats, as well as allows users to self-certify

t henmsel ves
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3.2. Security and Privacy

A variety of security and privacy concerns exist in |oT. For exanple
the unified 10T architecture nakes physical objects accessible to
appl i cations across organi zations and domains. Further, it often
integrates with critical infrastructure and industrial systenms with
life safety inplications, bringing with it significant security

chal  enges and regul atory requirements [13], as will be discussed in
Section 6.3. Security and privacy thus becone a serious concern, as
does the flexibility and usability of the design approaches. Beyond
the overarchi ng trust nmanagenent chall enge, security includes data
integrity, authentication, and access control at different |ayers of
the 10T architecture. Privacy includes several aspects: (1) privacy
of data producer/consuner that is directly related to each individua
vertical domain such as heath, electricity, etc., (2) privacy of data
content, and (3) privacy of contextual infornmation such as tine and

| ocation of data transm ssion [65].

3.3. Scalability

Cisco predicts there will be around 50 Billion |IoT devices such as
sensors, RFID tags, and actuators, on the Internet by 2020 [1]. As
menti oned above, a unified |oT platformneeds to nane every entity
such as data, device, service etc. Scalability has to be addressed
at multiple levels of the IoT architecture including nam ng,
security, nane resolution, routing and forwarding level. Mobility
adds further challenge in ternms of scalability. Particularly with
respect to name resolution the system should be able to

regi ster/update/resolve a nane within a short latency. |In addition
scalability is also affected because of |0oT system specific features
such as | oT resource object count, state and rate of information
updat es generated by the sensing devices.

3.4. Resource Constraints

| oT devices can be broadly classified as type 1, type 2, and type 3
devices, with type 1 the nobst resource-constrained and type 3 the

nmost resource-rich [45]. In general, there are the foll owi ng types
of resources: power, computing, storage, bandw dth, and user
interface.

Power constraints of 10T devices linit how nuch data these devices
can conmuni cate, as it has been shown that comunicati ons consune
nmore power than other activities for enbedded devices [46]. Flexible
techniques to collect the relevant information are required, and

upl oadi ng every single produced data to a central server is
undesirable. Conputing constraints limt the type and anount of
processing these devices can perform As a result, nore conpl ex
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processing needs to be conducted in cloud servers or at opportunistic
poi nts, exanple at the network edge, hence it is inportant to bal ance
| ocal computation versus comunication cost.

Storage constraints of the |oT devices Iinmt the anount of data that
can be stored on the devices. This constraint neans that unused
sensor data may need to be discarded or stored in aggregated conpact
formtinme to tine. Bandw dth constraints of the |oT devices limt
the amount of conmmuni cation. Such devices will have the same
inmplication on the systemarchitecture as with the power constraints;
nanely, we cannot afford to collect single sensor data generated by
the device and/or use conplex signaling protocols. It is also worth
mentioning that idle chatter in the background is strongly

di scouraged to mmintain connectivity or other volatile state.

User interface constraints refer to whether the device is itself
capabl e of directly interacting with a user should the need arise
(e.g., via a display and keypad or LED indicators) or requires the
network connectivity, either global or local, to interact with
humans.

The above di scussed device constraints also affect application
performance with respect to | atency.

3.5. Traffic Characteristics

loT traffic can be broadly classified into |local area traffic and
wide area traffic. Local area traffic is anong nearby devices. For
exanpl e, nei ghboring cars nmay work together to detect potentia
hazards on the hi ghway, sensors deployed in the sanme room nay

coll aborate to determine how to adjust the heating level in the room
These | ocal area conmunications often involve data aggregati on and
filtering, have real time constraints, and require fast device/data/
service discovery and association. At the sane tine, the loT
platformhas to al so support w de area conmuni cations. For exanple,
in Intelligent Transportation Systenms, re-routing operations nay
require a broad know edge of the status of the system traffic |oad,
availability of freights, whether forecasts and so on. Wde area
communi cations require efficient datal/service discovery and

resol ution services

While traffic characteristics for different |0oT systens are expected
to be different, certain |oT systens have been anal yzed and shown to
have conparabl e uplink and dowmnlink traffic volunme in sone
applications such as [2], which neans that we have to optim ze the
bandwi dt h/ energy consunption in both directions. Further, |oT
traffic denonstrates certain periodicity and burstiness [2]. As a
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result, when provisioning the system the shape of the traffic vol une
has to be properly accounted for.

3.6. Contextual Conmmunication

Many | oT applications rely on dynanic contexts in the |oT systemto
initiate, maintain and terni nate comunication anong | oT devi ces.
Here, we refer to a context as attributes applicable to a group of
devi ces that share some common features, such as their owners may
have a certain social relationship or belong to the sane

adm ni strative group, or the devices may be present in the sane

| ocation. There are two types of contexts: long-term quasi static
contexts and short-termdynam c contexts. In this draft, we focus on
the latter, which are nore challenging to support, requiring fast
formation, update, |ookup and associ ati on For exanple, cars traveling
on the highway may forma "cluster" based upon their tenpora

physical proximity as well as the detection of the sanme event. These
tenporary groups are referred to as contexts. |oT applications need
to support interactions among the nenbers of a context, as well as

i nteracti ons across contexts.

Tenporal context can be broadly categorized into two classes, |ong-
term contexts such as those that are based upon social contacts as
wel|l as stationary physical locations (e.g., sensors in a car/
bui I ding), and short-term contexts such as those that are based upon
tenporary proximty (e.g., all taxicabs within half a mle of the
Time Square at noon on Cct 1, 2013). Between these two cl asses,
short-term contexts are nore challenging to support, requiring fast
formation, update, |ookup and associ ation

3.7. Handling Mbility

There are several degrees of nobility in a unified 10T architecture,
ranging fromstatic as in fixed assets to highly dynamc in vehicle-
t o-vehi cl e envi ronments.

Mobility in the 10T architecture can nmean 1) the data producer
mobility (i.e., location change), 2) the data consuner mobility, 3)

I oT Network nobility (e.g., a body-area network in notion as a person
i s wal king); and 4) disconnection between the data source and
destination pair (e.g., due to unreliable wireless links). The
requirenent on nobility support is to be able to deliver 10T data
bel ow an application’s acceptable delay constraint in all of the
above cases, and if necessary to negotiate different connectivity or
security constraints specific to each nobile context. Mre detailed
di scussions are presented in Section 6.7.
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3.8. Storage and Caching

St orage and caching plays a very significant role depending on the
type of 10T ecosystem also a function subjected to privacy and
security guidelines. Caching is usually done for increasing data
availability in the network and reliability purposes, especially in
Wi rel ess scenarios in the network access. Storage is nore inportant
for 10T, storing data for long termanalysis. Data is stored in
strategic locations in the network to reduce control and conputation

overhead. In a unified |IoT architecture, depending on application
requi renents, content caching will be strictly driven by application
| evel policies considering privacy requirenents. |If for certain kind

of 10T data pervasive caching is allowed, internediate nodes don't
need to always forward a content request to its original creator;

rather, receiving a cached copy is sufficient for 10T applications.
This optim zation may greatly reduce the content access | atencies.

Furt hermore consi dering hierarchical nature of |0oT systens, |ICN
architectures enabl e flexi bl e heterogeneous and potentially fault-
tol erant approach to storage providing persistence at multiple

| evel s.

Hence in the context of 10T while ICN allows resolution to replicated
stored copies, it should also strive for the bal ance between cont ent
security/privacy and regul ati ons consi dering application

requirenents

3.9. Comunication Reliability

| oT applications can be broadly categorized into mission critical and
non-m ssion critical. For mission critical applications, reliable
communi cation is one of the nost inportant features as these
appl i cations have strong QoS requirements such as |ow | atency and
probability of error during information transfer. To sumari ze,
reliable comunication desires the follow ng capabilities for the
underlying system (1) seam ess nobility support under nor nal
operating conditions, (2) efficient routing in the presence of
intermttent disconnection, (3) QS aware routing, (4) support for
redundancy at all levels of a system (device, service, network,
storage etc.), and (5) support for rich and di verse conmuni cation
patterns, both within an I oT donain consisting of nultiple |oT nodes
and one or nore gateway nodes to the Internet and across nultiple
such domai ns
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3.10. Sel f-Organization

The unified 10T architecture should be able to self-organize to neet
various application requirenents, especially the capability to

qui ckly di scover heterogeneous and rel evant (local or global)

devi ces/ dat a/ servi ces based on the context. This discovery can be
achi eved through an efficient publish-subscribe service, or through
private conmunity grouping/clustering based upon trust and ot her

security requirenments. In the former case, the publish-subscribe
service nust be efficiently inplenented, able to support seanl ess
mobi lity, in- network caching, nane-based routing, etc. 1In the

|atter case, the |oT architecture needs to discover the private
community groups/clusters efficiently.

Anot her aspect of self-organization is decoupling the sensing

Infrastructure fromapplications. In a unified |IoT architecture,
various applications run on top of a vast nunmber of |oT devices.
Upgrading the firmvare of the |oT devices is a difficult work. It is

al so not practical to reprogramthe 10T devices to accomodate every
change of the applications. The infrastructure and the application
specific logics need to be decoupled. A conmon interface is required
to dynanmically configure the interactions between the |oT devices and
easily nodify the application logics on top of the sensing/actuating
infrastructure [30] [31].

3.11. Ad hoc and Infrastructure Mde

Dependi ng upon whether there is conmunication infrastructure, an |oT
system can operate either in ad-hoc or infrastructure node.

For exanple, a vehicle may deternmine to report its |ocation and
status information to a server periodically through cellul ar
connection, or, a group of vehicles may form an ad-hoc network that
collectively detect road conditions around them |In the cases where
infrastructure is unavail able, one of the participating nodes nmay
choose to becone the tenporary gateway.

The unified 10T architecture needs to design a common protocol that
serves both nodes. Such a protocol should address the chal |l enges
that arise in these two nodes: (1) scalability and | ow | atency for
the infrastructure node and (2) efficient neighbor discovery and ad-
hoc comuni cation for the ad-hoc node. Finally we note that hybrid
nodes are very comon in realistic |oT systens.
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3.12. 10T Pl atform Managenent

An | oT platfornms’ service, control and data plane will be governed by
its own managenent infrastructure which includes distributed and
centralized niddl eware, discovery, nami ng, self-configuring, analytic
functions, and information dissenination to achieve specific IoT
system obj ectives [25][26][27]. Towards this, new |oT rmanagenent
mechani sms and service netrics need to be devel oped to neasure the
success of an | oTdeploynment. Considering an |oT systens’ defining
characteristics such as, its potential |arge nunber of |oT devices,
obj ective to save power, nobility, and ad hoc conmmuni cation

aut onom ¢ sel f-managenment nechani sns becone very critical. Further
considering its hierarchical information processing depl oynent nodel,
the platform needs to orchestrate conputational tasks according to
the invol ved sensors and the avail able conputati on resources which
may change over time. An efficient conputation resource discovery
and nanagenent protocol is required to facilitate this process. The
trade-of f between information transmni ssion and processing is another
chal | enge

4. State of the Art

Over the years, many stand-al one 10T systens have been depl oyed in
various domai ns. These systens usually adopt a vertical silo
architecture and support a small set of pre-designated applications.
A recent trend, however, is to nove away fromthis approach, towards
a unified 10T architecture in which the existing silo 10T systens, as
well as new systens that are rapidly deployed. By unified, we nean
all the application and network conponents that use common APIs to
interact with each other. This will nmake their data and services
accessible to general Internet applications (as in ETSI- MM and
oneM2M standards). In such a unified architecture, resources can be
accessed over Internet and shared across the physical boundaries of
the enterprise. However, current approaches to achieve this

obj ective are nostly based upon service overlays over the Internet,
whose inherent inefficiencies due to I P protocol [56] hinders the
architecture fromsatisfying the 10T requirenments outlined earlier,
particularly in ternms of scalability, security, mobility, and self-
organi zation, discussed nore in Section 4.2.

4.1. Silo IoT Architecture
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Figure 1:Silo architecture of standal one |10T systens

A typical standalone |oT systemis illustrated in Figure 1, which

i ncl udes devices, a gateway, a server and applications. Many |oT
devices have limted power and conputing resources, unable to
directly run normal | P access network (Ethernet, WFI, 3GLTE etc.)
protocols. Therefore they use the |0oT gateway to the server.
Through the 10T server, applications can subscribe to data collected
by devices, or interact with devices.

There have been quite a few popular protocols for standal one |0T
systens, such as DF-1, MelsecNet, Honeywell SDS, BACnet, etc.
However, these protocols are operating at the device-Ileve
abstraction, instead of information driven, which may sonetines |ead
to a fragnented protocol space that requires a higher-level solution
for better interoperability.

Application-Layer Unified |IoT Sol utions

The current approach to a unified IoT architecture is to nmake |oT

gat eways and servers adopt standard APlIs. 10T devices connect to the
Internet through the standard APls and | oT applications subscribe and
recei ve data through standard control and data APlIs. Building on top
of today's Internet this application-layer unified |oT architecture
is the nost practical approach towards a unified 10T platform
Towards this, there are ongoing standardization efforts including
ETSI[3], oneMM 4]. Network operators can use frameworks to build
common | OT gateways and servers for their custoners. |In addition

| ETF's CORE working group [5] is developing a set of protocols like
CoAP (Constrained Application Protocol) [78], that is a |ightweight
protocol nodeled after HITP [ 79] and adapted specifically for the
Internet of Things (l10T). CoAP adopts the Representational State
Transfer (REST) architecture with Cient-Server interactions. It
uses UDP as the underlying transport protocol with reliability and
mul ticast support. Both CoAP and HTTP are considered as the suitable
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application I evel protocols for Mchine-to-Mchi ne comruni cations, as
well as IoT. For exanple, oneM2M (which is one of |eading standards
for unified MM architecture) has both the protocol bindings to HITP
and CoAP for its primtives. Figure 2 shows the architecture adopted
in this approach.

Publ i shing----[10T Server]----Subscri bing--
I / I \ I
I / I \ I
| / | v |
___________ | /{ } publishing [
I | { } I
{Smart Hones}\ | | { I nt er net oo - [10T Application]
} [10TGA---{ N I
| { Py { }
| { } [1oTGN-{Smart Heal t hcare}
I { }
Publishing [I oTGW
I R
| { T}
---{Smart Gid}
( }

Figure 2: Inplenmenting an open |oT architecture through standardi zed APl s
on the 10T gateways and the server

4.2.1. Waknesses of the Application-Layer Approach

The above application-layer approach can work with many different
protocols, but the systemis built upon today' s |IP network, which has
i nherent weaknesses towards supporting a unified |IoT system As a
result, it cannot satisfy sone of the requirenents we outlined in

Section 3:

o Naming. 1In current application-layer 10T systems the naning
schene is host centric, i.e., the name of a given resource/service
is linked to the device that can provide it. In turn, device

nanes are coupled to I P addresses, which are not persistent in
mobi |l e scenarios. On the other side, in 10T systens the sane
servicel/ resource could be offered by different devices.

0 Security and Trust. In IP, the security and trust nodel is based
on session established between two hosts. Session-based protocols
rely on the exchange of several nessages before a secure session
is established. Use of such protocols in constrained |oT devices
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can have serious consequences in terns of energy efficiency
because transmni ssion and reception of nmessages is often nore
costly than the cryptographic operations. The problem nmay be
anplified with the nunber of nodes the constrained device has to
interact with because of both the conputation cost and per session
key state required to be nmanaged by the constrai ned device. Al so
the trust managenment schenes are still relatively weak, focusing
on securing conmuni cati on channel s rather than managi ng the data
that needs to be secured directly. Though key managenent in |ICN
is no less conplex than in host based interactions, the benefits
is associated with the security credentials in the content instead
of the host. Trust is via keys that are bound to nanes through
certificates whose private keys are held by the principals of the
system with | P focusing on the channel nodel of security while

I CN focusing on the object nodel

Mobility. The application-|layer approach uses |IP addresses as
nanes at the network | ayer, which hinders the support for device/
service mobility or flexible name resolution. Further the Layer
2/ 3 managenent, and application-layer addressing and forwarding
required to deploy current 1oT solutions Iimt the scalability and
managenent of these systens.

Resource constraints. The application-layer approach requires
every device to send data to an aggregator, gateway or to the IoT
server. Resource constraints of the |oT devices, especially in
power and bandwi dth, could seriously limt the performance of this
approach. On the other hand, |ICN supports in-network
computi ng/ cachi ng/ storage, which can alleviate this problem

Traffic Characteristics. |In this approach, applications are
witten in a host-centric manner suitable for point-to-point
communi cation. 10T requires multicast support that is challenging

the application-layer based |0oT systens today, which has only
limted deploynment in current Internet.

Cont extual Communi cati ons. This application-layer based |oT
approach may not react to dynam c contextual changes in a tinely
fashion. The main reason is that context lists are usually kept
at the 10T server in this approach, and they cannot help
efficiently route requests information at the network | ayer

St orage and Caching. The application-|ayer approach supports
application-centric storage and cachi ng but not what |ICN envisions
at the network | ayer, or flexible storage enabled via nane-based
routing or name-based | ookup
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0 Self-Organization. The application-1layer approach is topol ogy-
based as it is bound to I P semantics, and thus does not
sufficiently satisfy the self-organization requirenent. In
addition to topol ogical self-organization, |0oT al so requires data-
and service-level self-organization [97], which is not supported
by this approach.

0 Ad-hoc and infrastructure nmode. As nentioned above, the overl ay-
based approach | acks sel f-organi zation, and thus does not provide
efficient support for the ad-hoc node of conmunication

2. Suitability of Delay Tol erant Networki ng(DTN)

In [21][22], delay-tolerant networking (DTN) has been considered to
support future 1oT architecture. DIN was created to support
information delivery in the presence of network disruptions and

di sconnecti ons, which has been extended to support heterogeneous

net wor ks and nane- based routing. The DTN Bundle Protocol is able to
achi eve sonme of these sane advantages and coul d be beneficially used
in an | oT network to, for exanple, decouple sender and receiver. The
DTN architecture is however centered around named endpoi nts (endpoi nt
I Ds), which usually correspond to a host or a service, and is mainly
a way to transport data, while ICN provides a different paradi gm
centered around naned data that addresses additional issues for |oT
applications [23] through features such as infornmation nam ng,

i nformati on di scovery, information request and di sseni nation. Al so,
the endpoint IDs could be used to also identify naned content,
enabling the use of the bundle protocol as a transport nechani smfor
an information-centric system Such a use of the bundle protocol as
transport woul d however still require other conponents froman |ICN
architecture such as nam ng conventions, so since the exact transport
is not a major focus of the issues in this draft, nost of of the

di scussions are applicable to a generic ICN architecture in general

Advant ages of using ICN for |oT

A key concept of ICNis the ability to nanme data i ndependently from
the current location at which it is stored, which sinplifies caching
and enabl es decoupling of sender and receiver. Using ICN to design
an architecture for 10T data potentially provides many such

advant ages conpared to using traditional host-centric networks and
other new architectures. This section highlights general benefits
that ICN could provide to | oT networks

o Naming of Devices, Data and Services. The heterogeneity of both
net wor k equi pnment depl oyed and services offered by |oT networks
leads to a large variety of data, services and devices. Wile
using a traditional host-centric architecture, only devices or
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their network interfaces are nanmed at the network |evel, |eaving
to the application |ayer the task to name data and services. This
causes different applications to use different nam ng schenes, and
no consi stent mapping fromapplication | ayer names to network
nanes exist. | n many common applications of 10T networks, data
and services are the nmain goal, and ICN provides an intuitive way
to nane those in a way that can be utilized on the network |ayer
as well. Conmunication with a specific device is often secondary,
but when needed, the sane |ICN nami ng mechani sns can be used. The
network distributes content and provides a service, instead of
only sending data between two naned devices. 1In this context,
data content and services can be provided by several devices, or
group of devices, hence nam ng data and services is often nore

i mportant than nam ng the devices. This nam ng mechani sm al so
enabl es self-configuration of the |oT system

Security and privacy. |CN advocates the nodel of object security
to secure data in the network. This concept is based on the idea
of securing information objects unlike session-based security
mechani sms whi ch secure the communi cati on channel between a pair
of nodes. [ICN provides data integrity through Name-Data
Integrity, i.e., the guarantee that the given data corresponds to
the nane with which it was addressed. Signature-based schenes can
additional ly provide data authenticity, meaning establishing the
origin, or provenance, of the data, for example, by
cryptographically linking a data object to the identity of a
publisher. Confidentiality can be handl ed on a per object basis
based on keys established at the application level. Al of this
means that the actual transm ssion of data does not have to be
secured as the sane security nechani snms protect the data after
generation until consuned by a client, regardl ess of whether it is
in transit over a conmunication channel or stored in an

i nternmedi ate cache. 1In an ICN network, each individual object
within a stream of imutable objects could potentially be
retrieved froma cache in a different location. Having a trust
relationship with each of these different caches is not realistic.
Through Nanme-Data Integrity, |ICN autonatically guarantees data
integrity to the requester regardl ess of the location fromwhere
it is delivered. The Cbject Security nodel also ensures that the
content is readily available in a secure state in the device
constraints are severe enough that it is not able to performthe
requi red cryptographic operations for Object Security, it may be
possible to offload this operation to a trusted gateway to which

only a single secure channel needs to be established. |ICN can
al so derive a name froma public key; cryptographic hash of a
public key al so enables themto be self-certifying, i.e.

aut henticating the resource object does not require an externa
authority [25][26].
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o Distributed Caching and Processing. While caching nechanisns are
al ready used by other types of overlay networks, 10T networks can
potentially benefit even nore from caching and i n-network
processi ng systens, because of their resource constraints.

Wrel ess bandwi dth and power supply can be Iimted for nmultiple
devi ces sharing a conmuni cati on channel, and for snall nobile

devi ces powered by batteries. |In this case, avoiding unnecessary
transm ssions with |1oT devices to retrieve and distribute |oT data
to nultiple places is inportant, hence processing and storing such
content in the network can save wirel ess bandwi dth and battery
power. Moreover, as for other types of networks, applications for
I oT networks requiring shorter delays can benefit fromloca

caches and services to reduce del ays between content request and
delivery.

0 Decoupling between Sender and Receiver. 10T devices nay be nobile
and face intermttent network connectivity. Wen specific data is
requested, such data can often be delivered by ICN without any
consi stent direct connectivity between devices. Apart from using
structured caching systens as described previously, information
can al so be spread by forwardi ng data opportunistically.

| CN Design Considerations for |oT

This section outlines sone of the ICN specific design considerations
and chal | enges that nust be consi dered when adopting an I CN design
for 10T applications and systens, and describes sone of the trade
offs that will be involved in order to support large scale IoT

depl oynent with diverse application requirenents.

Though I CN i ntegrates content/service/host abstraction, name-based
routing, conpute, caching/storage as part of the network
infrastructure, 10T requires special considerations given

het erogeneity of devices and interfaces such as for constrained
networking [61][119][ 121], data processing, and content distribution
nmodel s to neet specific application requirenments which we identify as
chal l enges in this section

1. Nami ng Devices, Data, and Services

The | CN approach of named data and services (i.e., device independent
namng) is typically desirable when retrieving |oT data. However
data centric nanming nmay al so pose chal |l enges

0 Nami ng of devices: Naming devices can be useful in an 10T system
For exanple, actuators require clients to act on a specific node
of the depl oyed network, e.g. to switch it on or off; or it could
be necessary to access to a particular device for admnistrator
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purposes. This can be achieved through the specific nane that
uniquely identify the network entity of interest. Mbreover, a
persi stent name allows a device to change attachnment point w thout
loosing its identity. A friendly way to address devices is using
contextual hierarchical nanes, where the sane types of names as
for data objects can be used. To ensure that the device is always
reached, it is inmportant that it is possible to disable caching
and request aggregation, if used, for such nanes.

Si ze of datal/service nane: Content nane can have variable |length
Si nce each name has to uniquely identify the content and can al so
include self-certifying properties (e.g., the hash of the content
is bound to the nanme), its length can reach high values. In
particul ar, according to the specific application, content name

si ze can exceed Data size. This can be the case of |0T sensed

val ues that usually consist in few bytes: data could be as snal

as a short integer in case of tenperature values, or one-byte in
case of control nessages of an actuator state (on/off). Moreover
a too | ong nanme would probably incur in fragmentation at the |ink
| ayer, and rel ated problens such as, several transm ssions, delay
and security issues. Viable solutions to handle |ICN packets
fragmentation and reassenbly have been investigated in literature.
For instance, the work in [105] proposes to performthe operations
hop- by- hop: each hop fragments the packet that has to be forwarded
and reassenbl es the packet received for further processing. This
mechani smallows to efficiently handle the recovery of |ost or
corrupted fragnents locally, thus reduci ng packet delivery
failures that require application-level retransm ssions.

Hash-based content nanme: Hash al gorithnms are comonly used to nane
content in order to verify that the content is the one requested.
This is only possible in contexts where the requested object is

al ready existing, and where there is a directory service to | ook
up nanmes or |earned through a manifest service. This approach is
suitable for systens with large data objects where it is inportant
to verify the content.

Hi erarchi cal names: The use of hierarchical names, such as in the
CCN and NDN architectures make it easier to create names a priori
and al so provides a convenient way to use the sane nam ng schene
for node nanes. Since the nanes are not self-certifying, this
will require other mechanisns for verification of object

integrity. |If routing is also done on the hierarchical nanmes, the
systemw || | oose some of its location i ndependence and cachi ng
will nmostly only be done on the path to the publisher.

Senmantic and Met adata based content nane: A senantic-based naning
approach can all ow a successful nane retrieving through keywords
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(for exanmple, 'noise level at position X ), even if a perfect

mat chi ng of name is not available [62]. Mreover, enriching
contents with netadata allows to better describe themand to
establ i sh associ ation between sinmilar ones. However this

mechani smrequire nore advanced functionality for nmatching of such
metadata in data objects to the semantics of the nane (such as
comparing the position informati on of an object with the position
i nformati on of the requested nanme). The need for such potentially
comput ationally heavy tasks in intermedi ate nodes in the network
may be consi dered understanding the trade-offs in terns of
application and network perfornance.

Nami ng of services: Sinmilar to naming of devices or data, services
can be referred to with a unique identifier, provided by a
specific device or by sonmeone assigned by a central authority as
the service provider. |t can however also be a service provided
by anyone neeting sone certain netadata conditions. Exanple of
services include content retrieval, that takes a content nane/
description as input and returns the value of that content, and
actuation, that takes an actuati on command as input and possibly
returns a status code afterwards.

Trust: Names can be used to verify the authenticity and integrity
of the data. To provide security functionalities through nanes,
it is possible to use different approaches. On one hand,

hi erarchi cal, schematized, Wb-of-Trust nodels allow the public
key verification. On the other hand, self-certifying nanes allow
in-network integrity check of the name-key or nane-content binding
wi thout the need of a Public Key Infrastructure (PKI) or other
third party to establish whether the key is trustworthy or not.
This can be realized (i) directly: the hash of the content is
bound to the nane; or (ii) indirectly: first, the hash of the
content is signed with the secret key of the publisher, then the
public key of the publisher and the signed hash are bound to the
nane [44]. The hash algorithmcan be applied to already existing
contents and where there is a directory service or nanifests to

| ook up nanes. |n case of contents not yet published, but
generated on demand, the hash cannot be known a priori. Thus,
different trust mechani sms shoul d be investigated. Moreover
self-certified nanes approach can hide content semantics, thus
maki ng nanmes | ess human friendly. Since trends show that users
prefer to find contents through search engi ne using keywords, non-
human-friendly nanmes could be a barrier unless the content is
enriched with keywords. But, this problem does not concern MM
applications. |In fact, human-readabl e names may not be useful in
a context of just conmmunicating machi nes.
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Flexibility: Further challenges arise for hierarchical namng
schema: referring to requirenments on "constructibl e names" and
"on-demand publishing” [35][36]. TThe former entails that each
user is able to construct the nane of a desired data itemthrough
specific algorithns and that it is possible to retrieve
information also using partially specified names. The latter
refers the possibility to request a content that has not yet been
published in the past, thus triggering its creation

Scoping : Froman application's point of view, scopes are used to
gather related data. Fromthe network’'s perspective, instead,
scopes are used to mark where the content is avail able[65]. For

i nstance, nodes involved in caching coordination can vary
according to scope[66]. As a consequence, scoping allows to limt
packet request propagation, inproving bandw dth and energy
resources usage, and control content dissem nation thanks to
access control rules, different for each scope[64]. However,
relying on scoping for security/privacy has been shown to not work
all that well for IP, and is unlikely to work well for ICN either.
However, scoping rmay be useful to limt interest propagation
provide a sinple neans to attain context-sensitive comunication
etc. Finally, perineter- and channel -based access control is
often violated in current networks to enable over-the-w re updates
and cl oud-based services, so scoping is unlikely to replace a need
for data-centric security in ICN

Confidentiality: As names can reveal information about the nature
of the communication or nore inportantly violate privacy,
mechani snms for nane confidentiality should be available in the
ICN-10T architecture. To grant confidentiality protection, sone
approaches have been proposed in order to handle access control in
I CN nami ng schenme such as Attribute-Based Encryption [63] and
access control del egation schene [64]. |In the first solution, a
Trusted Third Party assigns a set of attributes to each network
entity. Then, a publisher (i) encrypts the data with a random
key; (I1) generates the netadata for the decryption phase; (iii)
creates an access policy used to encrypt the random key; (iv)
appended the encrypted key to the content name. Wen the consumer
recei ves the packet, if its attributes satisfy the hidden policy
in the nane, it can get the random key protected in the nane and
decrypt the data. The second solution introduces a new trusted
network entity (i.e., Access Control Provide). In this case, when
a publisher generates a content, it also creates an access contro
policy and send it to an Access Control Provider. This network
entity stores the access control policy, to which it associates a
Uni form Resource ldentifier (URI). This URl is sent to the
publ i sher and included in the advertisenents of the content.

Then, when a subscriber tries to access a protected content, it
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can authenticate hinself and request authorization for the
particular policy to the Access Control Provider through the URI

6.2. Nane Resol ution

I nter-connecting numerous |oT entities, as well as establishing
reachability to them requires a scal abl e nane resol uti on system
consi dering several dynamic factors like nmobility of end points,
service replication, in-network caching, failure or mgration [57]
[69] [70] [91]. The objective is to achieve scal able nane resol ution
handl i ng static and dynanmic ICN entities with | ow conplexity and
control overhead. |In particular, the main requirenents/challenges of
a nane space (and the correspondi ng Nane Resol uti on System where
necessary) are [50] [52]:

0 Scalability: The first challenge faced by ICN-10T nanme resol ution
systemis its scalability. Firstly, the approach has to support
billions of objects and devices that are connected to the
Internet, many of which are crossing adnministrative domain
boundaries. Second of all, in addition to objects/devices, the
nane resol ution systemis also responsible for mapping |oT
services to their network addresses. Many of these services are
based upon contexts, hence dynami cally changi ng, as pointed out in
[57]. As a result, the name resolution should be able to scale
gracefully to cover a |arge nunber of nanes/services with w de
variations (e.g., hierarchical names, flat nanes, names with
limted scope, etc.). Notice that, if hierarchical nanes are
used, scalability can be al so supported by |everaging the inherent
aggregation capabilities of the hierarchy. Advanced techni ques
such as hyperbolic routing [86] may offer further scalability and
efficiency.

0 Deployability and inter-operability: G aceful deployability and
interoperability with existing platforns is a nust to ensure a
nam ng schenma to gain success on the market [7]. As a matter of
fact, besides the need to ensure coexistence between |P-centric
and I CN-1 0T systens, it is required to make different 1CN-10T
real ns, each one based on a different ICN architecture, to inter-
oper at e.

o Latency: For real-tinme or delay sensitive M2M application, the
nane resol ution should not affect the overall QS. Wth reference
to this issue it becones inportant to circumvent too centralized

resol uti on schenma (whatever the namng style, i.e, hierarchical or
flat) by enforcing in-network cooperation anong the different
entities of the ICN-10T system when possible [95]. |In addition

fast nane | ookup are necessary to ensure soft/hard real tine
services [106][107][108]. This challenge is especially inportant
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for applications with stringent |atency requirenents, such as
heal th nonitoring, energency handling and smart transportation
[109].

0 Locality and network efficiency: During nane resolution the naned
entities closer to the consunmer shoul d be easily accessible
(subject to the application requirenments). This requirenment is
true in general because, whatever the network, if the edges are
able to satisfy the requests of their consuners, the |oad of the
core and content seek tinme decrease, and the overall system
scalability is inmproved. This facet gains further relevance in
t hose domai ns where an actuation on the environnment has to be
executed, based on the feedbacks of the ICN-10T system such as in
robotics applications, smart grids, and industrial plants [97].

0o Agility: Sone data itens could di sappear while sone other ones are
created so that the nane resol ution system should be able to
effectively take care of these dynami c conditions. |n particular
this chall enge applies to very dynanic scenarios (e.g., VANETS) in
whi ch data itens can be tightly coupled to nodes that can appear
and di sappear very frequently.

Security and Privacy

Security and privacy is crucial to all the |oT applications
applications including the use cases discussed in Section 2 and
subjected to the information context. To exenplify this, in one
recent denonstration,it was shown that passive tire pressure sensors
in cars could be hacked adversely affecting the autonotive system
[74], while at the sanme time the information can be used by a public
traffic managenent systemto inprove road safety. The |ICN paradi gm
is information-centric as opposed to state-of-the-art host-centric
Internet. Besides aspects |ike nam ng, content retrieval and caching
this also has security inplications. |CN advocates the nodel of
trust in content rather than a direct trust in network host node.
This brings in the concept of (bject Security which is contrary to
sessi on- based security mechani sms such as TLS/ DTLS prevalent in the
current host-centric Internet. Object Security is based on the idea
of securing information objects unlike session-based security
mechani sns whi ch secure the comruni cati on channel between a pair of
nodes for unicast, (or anong a set of nodes for multicast/broadcast).
This reinforces an inherent characteristic of 1CN networks i.e. to
decoupl e senders and receivers. Even session based trust association
can be realized in ICN [83], that offers host-independence all ow ng
aut henti cation and authorization to be separated from session
encryption, allowing nmultiple end points to neet specific service
objectives. |In the context of 10T, the Object Security nodel has
several concrete advantages. Many |oT applications have data and
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services are the main goal and specific comunication between two
devices is secondary. Therefore, it nmakes nore sense to secure |oT
obj ects instead of securing the session between conmmuni cating

endpoi nts. Though ICN includes data-centric security features the
mechani snms have to be generic enough to satisfy multiplicity of
policy requirements for different applications. Furthernmore security
and privacy concerns have to be dealt in a scenario-specific manner
with respect to network function perspective spanni ng nani ng, nane-
resol ution, routing, caching, and ICN-APIs. The work by the JOSE WG
[ 80] provides solution approaches to address sonme of these concerns
for object security for constrai ned devices and shoul d be consi dered
to see what can be applied to an ICN architecture. In general, we
feel that security and privacy protection in 10T systens shoul d

mai nly focus on the followi ng aspects: confidentiality, integrity,

aut henti cati on and non-repudi ation, and availability. Even though,

i npl ementing security and privacy nethods in | Ol systens faces
different challenges than in other systens, like IP. Specifically,
bel ow we di scuss the challenges in the constrained and i nfrastructure
part of the network.

0 In the resource-constrai ned nodes, energy limtation is the
bi ggest chall enge. Mbreover, it has to deliver its data over a
wireless link for a reasonable period of tinme on a coin cel
battery. As a result, traditional security/privacy neasures are
i mpractical to be inplenented in the constrained part. |In this
case, one possible solution nmight be utilizing the physica
wirel ess signals as security neasures [75] [55].

o In the infrastructure part, we have several new threats introduced
by ICN-10T [85] particularly in architectures enpl oyi ng name
resolution service [119]. Below we |list several possible attacks
to a name resolution service that is critical to ICN-10T :

1. Each 10T device is given an ICN nane. The nane spoofing
attack is a nasquerading threat, where a nalicious user A
clains another user B's nane and attenpts to associate it with
A's own network address NA-A, by announcing the mapping (I D B,
NA- A). The consequence of this attack is a denial of service
as it can cause traffic directed for Bto be directed to A's
net wor k addr ess.

2. The stale mapping attack is a nessage nani pul ati on attack
i nvol ving a malicious name resolution server. 1In this attack
if a device noves and issues an update, the malicious name
resol ution server can purposely ignore the update and claimit
still has the nobst recent napping. Perhaps worse, a nane
resol ution server can selectively choose which (possibly
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I n-

stale) mapping to give out during queries. The result is a
deni al of service

3. The third potential attack, false announcenent attack, is an
informati on nodification attack that results in illegitinmte
resource consunption. User A which is in network NA1, clains
its ID-A binds to a different network address, (1D A NA2).
Thus A can direct its traffic to network NA2, which causes
NA2’ s network resources to be consuned.

4., The collusion attack is an exanple of an infornmation
nodi fication attack in which a malicious user, its network and
the | ocation where the mapping is stored collude with each
other. The objective behind the malicious collusionis to
all ow for a fake mapping involving a fal se network address to
pass the verification and becone stored in the storage pl ace.

5. An intruder may insert fake/fal se sensor data into the
networ k. The consequence might be an increase in delay and
performance degradation for network services and applications.

As far as the 10T application server is concerned, data privacy is

one of the biggest concerns. 10T data is collected and stored on
such servers, which usually run learning algorithnms to extract
patterns fromsuch data. 1In this case, it is inportant to adopt a

framework that enables privacy-preserving | earning techniques.
The framework defines how data is collected, nodified (to satisfy
the privacy requirenent), and transmtted to application

devel opers.

Cachi ng

net wor k caching helps bring data closer to consunmers, but its

usage differs in constrained and infrastructure part of the IoT
net wor k.

Caching in ICN- 10T faces several challenges

(0]

Zhang,

An inmportant challenge is to determ ne which nodes on the routing
pat h should cache the data. According to [52], caching the data
on a subset of nodes can achieve a better gain than caching on
every en-route routers. |In particular, the authors propose a

"sel ective caching" scheme to |ocate those routers with better hit
probabilities to cache data. According to [53], selecting a
randomrouter to cache data is as good as caching the content
everywhere. |n [88], the authors suggest that edge caching

provi des nost of the benefits of in-network caching typically

di scussed in NDN, with sinpler deploynent. However, it and other
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papers consi der workl oads that are anal ogous to today’ s CDNs, not
the 10T applications considered here. Further work is likely
required to understand the appropriate caching approach for 10T
appl i cations.

Anot her challenge in ICN-10T caching is what to cache for 10T

applications. In many |oT applications, custonmers often access a
stream of sensor data, and as a result, caching a particul ar
sensor data itemfor longer tine may not be beneficial. 1In [90],

proposed a caching schene that ensures that ol der instances of the
sane sensor streamwere first to be evicted fromthe cache when
needed. In [55], the authors suggest to cache |I0oT services on
intermedi ate routers, and in [57], the authors suggest to cache
control information such as pub/sub lists on intermedi ate nodes.
In addition, it is yet unclear what caching neans in the context
of actuation in an |oT system For exanple, it could nean caching
the result of a previous actuation request (using other |ICN
mechani sms t o suppress repeated actuation requests within a given
time period), or have little neaning at all if actuation uses

aut henti cated requests as in [89].

Anot her challenge is that the efficiency of distributed caching
may be application dependent. Wen content popularity is

het er ogeneous, some content is often requested repeatedly. In
that case, the network can benefit from caching. Another case
where caching woul d be beneficial is when devices with | ow duty
cycle are present in the network and when access to the cloud
infrastructure is limted. In [90], it is also shown that there
are benefits to caching in the network when edge |inks are | ossy,
in particular if |osses occur close to the content producer, as is
commn in wireless |oT networks. However, using distributed
cachi ng nmechani sms in the network is not useful when each object
is only requested at nobst once, as a cache hit can only occur for
the second request and later. It may also be |less beneficial to
have caches distributed throughout |ICN nodes in cases when there
are overlays of distributed repositories, e.g., a cloud or a
Content Distribution Network (CDN), fromwhich all clients can
retrieve the data. Using ICNto retrieve data from such services
may add sone efficiency, but in case of dense occurrence of
overlay CDN servers the additional benefit of caching in |ICN nodes
woul d be I ower. Another exanple is when the nane refers to an
object with variable content/state. For exanple, when the |ast
val ue for a sensor reading is requested or desired, the returned
data shoul d change every tine the sensor reading is updated. In
that case, ICN caching may increase the risk that cache

i nconsistencies result in old data bei ng returned.
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6.5. Storage

Storage is useful for 10T systenms both at |onger and small tine
scal es.

Long terns storage can be distributed at vantage points including
both the edge and the main | oT service aggregati on points such as in
the data centers, the difference being in the size of data,
processing intelligence and heterogeneity of information that has to
be dealt at the two points. The purpose of long terns storage at the
edge is to analyze, filter, aggregate and re-publish data for
consunption by either by the parent service conponents or directly by
the consuners. The aggregation service points, republish data to be
presented as part of the gl obal pub/sub service to interested
consum ng parties. Long termstorage for 10T data al so serves the
pur pose of data backup and replication. Specifically, we face
several issues here. Firstly, we need to decide how nany replicas we
shoul d have for each stream of 10T data, and where we should store
these replicas. Gven that many |oT applications consune data

| ocally, storage |ocations should be kept near to data sources as
well. Since |oT data are nostly appended to the end of a stream

i nstead of being updated, nmanaging rmultiple replicas becones easier
Secondly, we need to adopt a nmechanismthat can efficiently route
traffic to the nearest data replica. |CN provides several solutions
to this problem For exanple, global nanme resolution service (G\RS)
can keep track of each replica' s |ocation [56].

Short-termin-network storage (here storage refers to tenporary

buf fer when an outgoing link is not avail able) hel ps inprove
conmuni cation reliability, especially when network Iinks are
unreliable, such as wireless links. [|CN 10T could adopt a
general i zed storage-aware routing algorithmto support delay and

di sruption tolerance in the routing | ayer. Each router enploys in-
network storage that facilitates store vs. forward decisions in
response to varying link quality and disconnections [111]. These
deci sions are based on both short-termand |ong-termpath quality

metrics. In addition, packets along paths that beconme di sconnected
are handl ed by a disruption tol erant networking (DTN) node of the
protocol with delayed delivery and replication features. In

particul ar, each router nmintains two types of topology information
(i) Anintra-partition graph is fornmed by collecting flooded |ink
state advertisenents which carry fine-grained, time-sensitive

i nformati on about the intra-network links; (ii) A DTN graph is

mai ntai ned via epidem cally dissem nated |ink-state advertisenments
whi ch carry connection probabilities between all nodes in the

network. In-network storage faces the followi ng challenges: (1) when
to store and how long to store the data, and (2) the next step after
the short-termstorage. 1In [90] the authors also shows that it is
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beneficial to store data even for shorter periods of tine (and even
if only a single requester exist) if the network is | ossy such that
retransm ssions and error recovery can be done locally instead of
end- t o- end.

6.6. Routing and Forwardi ng

| CN-1 0T supports both device-to-device (D2D) conmuni cation and
device-to-infrastructure (D2l) communication. Some D2D

communi cations are within a single |IoT domain, while others night
cross |oT donains involving data forwarding within the source |oT
domain, in the infrastructure network, and within the destination |oT
domain. D2l conmuni cations involve data forwarding within the source
| oT domain and in the infrastructure network. Data forwarding within
an | oT domai n can adopt sensor network popul ar routing protocols such
as RPL [81], AODV[82], etc. The main challenge it faces is the
resource constraint of the IoT nodes. In order to address this

chal  enge, we could adopt a |ight-weight, rmuch shorter |ICN nane for
each communi cating party within an | oT domain (see Section 6.12 for
details). Before we |eave the 10T domain, the gateway node wl|l
translate the party’s short ICN nane to its original ICN nane. Data
forwarding in the ICN infrastructure part can adopt either direct
nane- based routing or indirect routing using a nane resol ution
service (NRS).

o |In direct name-based routing, packets are forwarded by the nane of
the data [91][61][71] or the name of the destination node [72].
Here, the main challenge is to keep the ICN router state required
to route/forward data low. This chall enge becones nore serious
when a flat nanming schene is used due to the |ack of aggregation
capabilities.

o Inindirect routing, packets are forwarded based upon the |ocater
of the destination node, and the | ocater is obtained through the
nane resol ution service. |In particular, the name-I|ocater binding
can be done either before routing (i.e., static binding) or during
routing (i.e., dynam c binding). For static binding, the router
state is the same as that in traditional routers, and the main
chall enge is the need to have fast nane resolution, especially
when the 10T nodes are nobile. For dynanmic binding, ICN routers
need to mai n a nane-based routing table, hence the chall enge of
keeping the state information low. At the sanme tinme, the need of
fast nanme resolution is also critical
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6.7. Mobility Managenent

Consi dering the diversity of 10T applications nobility ranges from
tracki ng sensor data from nobile human beings to large fleets of

di verse nobile el enents such as drones, vehicles, trucks, trains
associated with a transport infrastructure. These nobility could be
over heterogeneous access infrastructure ranging fromshort range
802.15.4 to cellular radios. Further, handling information delivery
in ad hoc setting involving vehicles, road side units (RSU) and the
correspondi ng infrastructure based services offers nore chall enges.

I CN architectures has generally been shown to handl e consunmer and
producer mobility [59], and even suitability to V2V scenarios [60].
Net wor ki ng tools to handle nmobility varies with application

requi renents, which varies frombeing tolerant to packet |osses and
| atency to those that are mission critical with stringent requirenent
on both these QoS netrics.

Related to this, the challenge is to quantify the cost associ ated
with nobility management both in the control and forwarding plane, to
handl e both static binding versus dynam ¢ bi ndi ng (dynani ¢ bi ndi ng
here refers to enabling seam ess nobility) of named resources to its
| ocati on when either or both consumer and producer is nobile.

During a network transaction, either the data producer or the
consumer nmay nove away and thus we need to handle the mobility to
avoid information loss. ICN may differentiate nmobility of a data
consumer fromthat of a producer:

0 When a consumer noves to a new |l ocation after sending out the
request for Data, the Data nmay traverse to the previous point of
attachnent (PoA) but |eaving copies of it through its previous
pat h, which can be retrieved by the consuner by retransmitting its
request, a technique used by direct routing approach. Indirect
routing approach doesn’t differentiate between consunmer and
producer mobility [91], as it only requires an update to the nanme
resol ution system which can update the routers to rebind the
naned resource to its new |l ocation, while using late-binding to
route the packet fromthe previous PoA to the new one.

o |If the data producer itself has noved, the challenge is to contro
the control overhead while searching for a new data producer (or
for the same data producer in its new position) [58]. To this
end, flooding techniques could be used redi scover the producer, or
the direct routing techniques can be enhanced w th | ate-binding
feature to enable seam ess nobility [59].
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Cont ext ual Communi cati on

Cont extual i zation through nmetadata in ICN control or application

payl oad allows 10T applications to adapt to different environnents.
This enables intelligent networks which are self-configurable and
enabl e intelligent networking anmong consuners and producers [55].

For exanple, let us look at the following smart transportation
scenario: "James wal ks on NYC streets and wants to find an enpty cab
closest to his location.” In this exanple, the context is the
relative locations of James and taxi drivers. A context service, as
an | oT m ddl eware, processes the contextual information and bridges
the gap between raw sensor information and application requirements.
Al'ternatively, nam ng conventions could be used to allow applications
to request content in nanespaces related to their |ocal context

wi thout requiring a specific service, such as /| ocal/geo/
nmgrs/ 4QFJ/ 123/ 678 to retrieve objects published in the 100mgrid area
4QFJ) 123 678 of the military grid reference system (MGRS). In both
cases, trust providers may energe that can vouch for an application’s
| ocal know edge.

However, extracting contextual information on a real-tine basis is
very chal |l engi ng:

0 W need to have a fast context resolution service through which
the involved | oT devices can continuously update its contextua
information to the application (e.g., each taxi’s |ocation and
Jane’s information in the above exanple). O, in the nanespace
driven approach, nechani sns for continuous nearest nei ghbor
queries in the nanespace need to be devel oped.

o0 The difficulty of this challenge grows rapidly when the nunber of
devices involved in a context as well as the nunber of contexts
i ncr eases.

I n- networ k Conputing

I n-network conputing enables ICN routers to host heterogeneous
services catering to various network functions and applications
needs. Contextual services for 10T networks require in-network
conmputing, in which each sensor node or ICN router inplenents context
reasoning [55]. Another nmjor purpose of in-network conputing is to
filter and cl eanse sensed data in |oT applications, that is critica
as the data is noisy as is [73].

Nanmed Function Networking [113] describes an extension of the ICN
concept to naned functions processed in the network, which could be
used to generate data flow processing applications well-suited to,
for exanple, tine series data processing in |oT sensing applications.
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Related to this, is the need to support efficient function naning.
Functions, input paraneters, and the output result could be

encapsul ated in the packet header, the packet body, or mxture of the
two (e.g. [31]). |If functions are encapsul ated in packet headers,
the naning schene affects how a conputation task is routed in the

net wor k, which |0oT devices are involved in the conputation task (e.g.
[54]), and how a nane is deconposed into smaller conputation tasks
and deployed in the network for a better performance.

Another is challenge is related to support conputing-aware routing.
Normal routing is for forwarding requests to the nearest source or
cache and return the data to the requester, whereas the routing for

i n-network computation has a different purpose. |If the conputation
task is for aggregating sensed data, the routing strategy is to route
the data to achieve a better aggregation performance [51].

I n-network conputing also includes synchronization chall enges. Sone
comput ation tasks may need synchronizations between sub-tasks or |oT
devices, e.g. a device may not send data as soon as it is available
because waiting for data fromthe neighbours may lead to a better
aggregation result; sone devices may choose to sleep to save energy
while waiting for the results fromthe nei ghbours; while aggregating
the conputation results along the path, the internediate |oT devices
may need to choose the results generated within a certain tine

wi ndow.

6.10. Self-Orgnization

General 10T deploynents invol ves heterogeneous |0T systens consisting
of enbedded systens, aggregators and service gateways in a |oT
domain. To scale 10T deploynents to | arge scal e, scope-based sel f-
organi zation is required. This relates to |IoT system m ddl eware
functions [118] which include device bootstrappi ng and di scovery,
assigning | ocal/global names to device and/or content, security and
trust nanagenent functions towards device authentication and data
privacy. |CN based on-boarding protocols have been studied [96] and
has shown to offer significant savings conpared to existing
approaches. These chall enges span both the constrai ned devices as
well as interaction with the aggregators and the service gateways
whi ch nmay have to contact external services |like authentication
servers to on-board devices. A critical performance optim zation
metric of these functions while operating at scale is to have | ow
control and data overhead in order to naxim ze energy efficiency.
Further, in the infrastructure part scal abl e nane-based resol ution
mechani sms, pub/sub services, storage and cachi ng, and i n-network
conputing techni ques should be studied to neet the scope-based
content dissemnmination needs of an | CN-10T system
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6.11. Comuni cations Reliability

ICN offers many ingredients for reliable comunication such as nulti-
hone interest anycast over heterogeneous interfaces, caching, and
forwarding intelligence for multi-path routing | everagi ng state-
based forwarding in protocols |ike CCNNDN. However these features
have not been analyzed fromthe QoS perspective when het erogeneous
traffic patterns are mxed in a router, in general QS for ICNis an
open area of research [121]. In-network reliability conmes at the
cost of a conplex network |ayer; hence the research chall enges here
is to build redundancy and reliability in the network |ayer to handl e
a wi de range of disruption scenarios such as congestion, short or

I ong termdi sconnection, or last nile wireless inmpairnents. Al so an
I CN network should allow features such as opportunistic store and
forward nechanismto be enabled only at certain points in the
network, as these nmechani sns al so entail overheads in the control and
forwardi ng pl ane overhead which will adversely affect application

t hroughput, Pl ease see the discussion on in-network storage

(Section 6.5) for nore details

6.12. Resource Constraints and Heterogeneity

An | oT architecture should take into consideration resource
constraints of (often) enbedded |oT nodes. Having globally unique
IDs is a key feature in ICN, which may consi st of tens of bytes.

Each device woul d have a persistent and unique ID no matter when and
where it nmoves. It is also inportant for ICN-10T to keep this
feature. However, always carrying the long ID in the packet header
may not be al ways feasible over a lowrate |ayer-2 protocol such as
802.15.4. To solve this issue, ICN can operate using |ighter-weight
packet header and a nmuch shorter locally unique ID (LUD in short).
In this way, we map a device’s long global IDto its short LU D when
we reach the local area |oT domain. To cope with collisions that may
occur in this mapping process, we |let each domain have its own gl oba
IDto LU D mappi ng which is managed by a gateway depl oyed at the edge
of the domain. Different from NAT and ot her existing donai n-based or
gat eway- based solutions, ICN-10T does not change the identity the
application uses. The applications, either on constrained |IoT
devices or on the infrastructure nodes, still use the Iong global IDs
to identify each other, while the network perforns translation which
is transparent to these applications. An |IoT node carries its gl oba
ID no matter where it noves, even when it is relocated to another
local IoT domain and is assigned with a new LU D. This ensures the
gl obal reach-ability and nobility handling yet still considers
resource constraints of enbedded devi ces.
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In addition, the optimnizations for other conponents of the ICN-I0T
system (described in earlier subsections) can lead to optim zed
energy efficiency as well.

7. Differences from T2TRG

T2TRG [9] is a | oT research group under |RTF focusing on research
chal  enges of realizing IoT solutions considering |P as the narrow
wai st. | P-10T has been a research topic over a decade and with
active industry solutions, hence this group provides an venue to
study advanced issues related to I P-10T security, provisioning,
configuration and inter-operability considering various heterogeneous
application environnents. |ICN-10T is a recent research effort, where
the objective to exploit ICN feature of nane based routing and
security, caching, nulticasting, nobility etc in an end-to-end manner
to enable | oT services spanning both ad hoc, infrastructure and
hybrid scenarios. More detailed conparison of IP-10T versus |CN-10T
is given in Section 4.

8. Security Considerations

ICN puts security in the forefront of its design which ICN-10T can

| everage to build applications with varying security requirenents,

whi ch has been discussed quite elaborately in this draft. This is an
i nformati onal draft and doesn’t create new consi derations beyond what
has been di scussed.

9. Concl usi ons

This draft offers a conprehensive view of the benefits and design
chal l enges of using ICN to deliver 10T services, not only because of
its suitability for constraint networks but also towards ad hoc and
infrastructure environments. The draft begins by notivating the need
for ICN-10T by considering popular 10T scenarios and then delves into
under standi ng the 10T requirenents from application and networking
perspective. W then discuss why current approach of application

| ayer unified |oT solutions based on IP falls short of neeting these
requi renents, and how ICN architecture is a nore suitable towards
this. W then el aborate on the design challenges in realizing an
ICN-10T architecture at scale and one that offers reliability,
security, energy efficiency, nmobility, self-organization anong others
to accommodat e varying | oT service needs.
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