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Abst ract

LTE, 4G nobile networks use | P based transport for control plane to
establish the data session and user plane for actual data delivery.
In existing architecture, IP transport used in user plane is not
optinmized for data transport, which leads to an inefficient data
delivery. I P unicast routing fromserver to clients is used for
delivery of nmultinedia content to User Equi pment (UE), where each
user gets a separate stream From bandw dth and routing perspective
this approach is inefficient. Milticast and broadcast technol ogi es
have energed recently for nobile networks, but their deploynents are
very limted or at an experinental stage due to conplex architecture
and radi o spectrumissues. ICNis a rapidly energing technology with
built-in features for efficient nmultinmedia data delivery, however
majority of the work is focused on fixed networks. The main focus of
this draft is on native deploynment of ICNin cellular nobile networks
by using ICN in 3GPP protocol stack. ICN has an inherent capability
for multicast, anchorless nobility, security and it is optinized for
data delivery using local caching at the edge. The native ICN (it
runs directly on cellular layer 2 protocols |ike PDCP/ RLC/ MAC/ L1) or
dual stack (along with 1 P) deploynment will bring all inherent
benefits and help in optim zing nobile networks.

Status of this Meno

This Internet-Draft is submtted to | ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF), its areas, and its working groups. Note that
ot her groups may al so distribute working docunents as
Internet-Drafts.

Internet-Drafts are draft docunents valid for a nmaxi mum of six nonths

and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
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material or to cite themother than as "work in progress".

The list of current Internet-Drafts can be accessed at
http://ww.ietf.org/lid-abstracts. htm

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow htm
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1

I nt roducti on

LTE nobil e technology is built as all-1P network. It uses IP routing
protocols such as OSPF, ISIS, BGP etc. to establish network routes to
route the data traffic to end user’s device. Stickiness of |IP address
to a device is the key to get connected to a nobile network and the
same | P address is nmaintained through the session until the device
gets detached or noves to anot her networKk.

One of the key protocols used in 4G and LTE networks is GPRS
Tunnel i ng protocol (GIP). GIP, DI AMETER and ot her protocols are built
on top of IP. One of the biggest challenges with I P based routing is
that it is not optim zed for data transport although it is the nost
ef ficient conmmuni cation protocol. By native inplenmentation of
Information Centric Networking (ICN) in 3GPP, we can re-architect
nmobi |l e network and optinize its design for efficient data transport
by | everaging the caching feature of ICN. ICN also offers an
opportunity to | everage inherent capabilities of nulticast,

anchorl ess nmobility managenent, and authentication. This draft
provides insight into different options for deploying ICNin nobile
net wor ks and how they inpact nobile providers and end-users.

1.1 Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

1.2 3GPP Term nol ogy and Concepts

Access Poi nt Nane

The Access Point Nane (APN) is a Fully Qualified Domain Nane
(FQDN) and resolves to a set of gateways in an operator’s network.
APN i dentifies the packet data network (PDN) that a nobile data
user wants to conmunicate with. In addition to identifying a PDN
an APN may al so be used to define the type of service, QS and
other logical entities inside GGSN, PGWN

Control Pl ane

The control plane carries signaling traffic and is responsible for
routi ng between eNodeB and MVE, MVE and HSS, MVE and SGN SGW and
PGWetc. Control plane signaling is required to authenticate and
aut horize UE and establish nobility session with nobil e gateways
(SGW PGWN . Functions of the control plane also include system
configurati on and nmanagenent .
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Dual Address PDN PDP Type

The dual address Packet Data Network/Packet Data Protocol

(PDN/ PDP) Type (1 Pv4v6) is used in 3GPP context in many cases as a
synonym for dual -stack, i.e. a connection type capable of serving
both I Pv4 and | Pv6 sinultaneously.

eNodeB

The eNodeB is a base station entity that supports the Long-Term
Evolution (LTE) air interface.

Evol ved Packet Core

The Evol ved Packet Core (EPC) is an evolution of the 3GPP GPRS
system characterized by a higher-data-rate, |ower-I|atency, packet-
optinm zed system The EPC conprises sone of the sub conponents of
the EPS core such as Mbility Managenment Entity (MVE), Serving

Gat eway (SGW, Packet Data Network Gateway (PDN-GWN, and Hone
Subscri ber Server (HSS).

Evol ved Packet System

The Evol ved Packet System (EPS) is an evolution of the 3GPP
GPRSsyst em characteri zed by a higher-data-rate, |ower-I|atency,
packet -optim zed systemthat supports nultiple Radio Access
Technol ogi es (RATs). The EPS conprises the EPC together with the
Evol ved Universal Terrestrial Radio Access (E-UTRA) and the

Evol ved Universal Terrestrial Radio Access Network (E-UTRAN).

Evol ved UTRAN The Evol ved UTRAN (E-UTRAN) is a comuni cations
networ k, sonetines referred to as 4G and consists of eNodeBs (4G
base stations). The E-UTRAN al |l ows connectivity between the User
Equi pnrent and the core network.

GPRS Tunnel | i ng Protocol

The GPRS Tunnelling Protocol (GIP) [TS.29060] [TS. 29274]
[TS.29281] is a tunnelling protocol defined by 3GPP. It is a

net wor k- based nmobility protocol and is sinilar to Proxy Mbile

| Pv6 (PM Pv6). However, GIP also provides functionality beyond
mobility, such as in-band signaling related to Quality of Service
(QS) and charging, anmong ot hers.

Gat eway GPRS Support Node

The Gateway GPRS Support Node (GGSN) is a gateway function in the
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GPRS and 3G network that provides connectivity to the Internet or
other PDNs. The host attaches to a GGSN identified by an APN
assigned to it by an operator. The GGSN al so serves as the
topol ogi cal anchor for addresses/prefixes assigned to the User
Equi pnent .

Ceneral Packet Radi o Service

The General Packet Radio Service (GPRS) is a packet-oriented
nmobi | e data service available to users of the 2G and 3G cel |l ul ar
communi cati on systens -- the GSM -- specified by 3GPP

Home Subscri ber Server

The Hone Subscriber Server (HSS) is a database for a given

subscri ber and was introduced in 3GPP Release-5. It is the entity
containing the subscription-related information to support the
network entities actually handling calls/sessions.

Mobi lity Managenent Entity

The Mobility Managenent Entity (MVE) is a network el enent that is
responsi ble for control -plane functionalities, including

aut henti cation, authorization, bearer nanagenent, |ayer-2
mobility, etc. The MVE is essentially the control-plane part of
the SGSN in the GPRS. The user-plane traffic bypasses the MVE

Publ i c Land Mobil e Network

The Public Land Mbile Network (PLMN) is a network that is
operated by a single adm nistration. A PLMN (and therefore also an
operator) is identified by the Mbile Country Code (MCC) and the
Mobi | e Network Code (MNC). Each (tel econmuni cations) operator

provi ding nobile services has its own PLMN

Policy and Charging Control

The Policy and Charging Control (PCC) framework is used for QoS
policy and charging control. It has two main functions: flow
based charging, including online credit control and policy contro
(e.g., gating control, QS control, and QS signaling). It is
optional to 3GPP EPS but needed if dynanic policy and chargi ng
control by means of PCC rul es based on user and services are
desired.

Packet Dat a Network

The Packet Data Network (PDN) is a packet-based network that
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either belongs to the operator or is an external network such as
the Internet or a corporate intranet. The user eventually accesses
services in one or nore PDNs. The operator’s packet core networks
are separated from packet data networks either by GGSNs or PDN

Gat eways (PGW).

Servi ng Gat eway

The Serving Gateway (SGN is a gateway function in the EPS, which
term nates the interface towards the E-UTRAN. The SGWis the
Mobility Anchor point for layer-2 nobility (inter-eNodeB
handovers). For each UE connected with the EPS, at any given
point intime, there is only one SGN The SGWNis essentially the
user-plane part of the GPRS s SGSN.

Packet Data Network Gateway

The Packet Data Network Gateway (PGN is a gateway function in the
Evol ved Packet System (EPS), which provides connectivity to the
Internet or other PDNs. The host attaches to a PGWidentified by
an APN assigned to it by an operator. The PGWal so serves as the
topol ogi cal anchor for addresses/prefixes assigned to the User
Equi pnent .

Packet Data Protocol Context
A Packet Data Protocol (PDP) context is the equivalent of a
virtual connection between the User Equi pnent (UE) and a PDN using
a specific gateway.

Packet Data Protocol Type
A Packet Data Protocol Type (PDP Type) identifies the used/all owed
protocols within the PDP context. Exanples are |IPv4, |Pv6, and
| Pv4v6 (dual -stack).

Servi ng GPRS Support Node
The Serving GPRS Support Node (SGSN) is a network elenent that is
| ocat ed between the radi o access network (RAN) and the gateway
(GGSN). A per-UE point-to-point (p2p) tunnel between the GGSN and
SGSN transports the packets between the UE and the gateway.

Term nal Equi pnent
The Termi nal Equi prent (TE) is any devi ce/ host connected to the

Mobile Terminal (MI) offering services to the user. A TE may
comrmuni cate to an MI, for exanple, over the Point to Point
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Pr ot ocol (PPP)
UE, M5, M\, and Mbile

The terns UE (User Equipnent), MS (Mobile Station), M (Mbile
Node), and nobile refer to the devices that are hosts with the
ability to obtain Internet connectivity via a 3GPP network. A M
is conprised of the Termi nal Equi prent (TE) and a Mobile Term na
(M). The ternms UE, M5, M\, and nobile are used interchangeably
wi thin this docunent.

User Pl ane

The user plane refers to data traffic and the required bearers for
the data traffic. In practice, IPis the only data traffic
protocol used in the user plane.

2. LTE, 4G Mobile Network
2.1 Network Overview

Wth the introduction of LTE, nobile networks nmoved to all-IP
transport for all elenents such as eNodeB, MVE, SGW PGW HSS, PCRF,
routing and switching etc. Although LTE network is data-centric, it
has support for legacy Grcuit Switch features |ike voice and SM5
through transitional CS fallback and flexible I M depl oynent

[ GRAYSON] . For each nobile device attached to the radi o (eNodeB)
there is a separate overlay tunnel (GPRS Tunneling Protocol, GIP)
bet ween eNodeB and Mobil e gateways (i.e. SGN PGW.

The GIP tunnel is used to carry user traffic between gateways and
nmobi | e devices so the data can only be distributed using unicast
mechanism It is also inportant to understand the overhead of a GIP
and | PSec protocols because it has inpact on the carried user data
traffic. Al nobile backhaul traffic is encapsul ated using GIP
tunnel, which has overhead of 8 bytes on top of IP and UDP [ NGW .
Additionally, if IPSec is used for security (which is often required
if the Service provider is using a shared backhaul), it adds overhead
based upon | PSec tunneling nodel (tunnel or transport), and
encryption and aut hentication header algorithmused. If we factor
Advanced Encryption Standard (AES) encryption with packet size the
overhead can vary significantly [|PSEC2].

When any UE is powered up, it attaches to a nobile network based on
its configuration and subscription. After successful attach
procedure, UE registers with the nobile core network and | Pv4 and/ or

| Pv6 address is assigned. A default bearer is created for each UE and
it is assigned to default Access Point Nanme (APN)
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Figure-1: LTE, 4G Mobile Network Overview

The data delivered to npbile devices is unicast inside GIP tunnel. |f

we consider conbined i npact of GIP, |PSec and unicast traffic, the
data delivery is not efficient. | ETF has devel oped vari ous header
conmpression algorithnms to reduce the overhead associated with IP
packets. Some of techni ques are robust header conpression (ROHC) and
enhanced conpression of the real-tine transport protocol (ECRTP) so
that inpact of overhead created by GIP, |IPsec etc. is reduced to some
extent [BROVNER]. For commercial nobil e networks, 3GPP has adopted

di fferent nmechani sns for header conpression to achieve efficiency in
data delivery [TS25.323], and can be used in ICN as well.

2.2 QS Chall enges
During attach procedure, default bearer is created for each UE and it

is assigned to the default Access Point Nanme (APN). The QoS val ues
upl i nk and downl i nk bandw dth assigned during initial attach are
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m nimal . Additional dedicated bearer(s) with enhanced QoS paraneters
i s established depending on the specific application needs.

While all traffic within a certain bearer gets the sane treatnent,
QoS paraneters supporting these requirenents can be very granular in
different bearers. These values vary for the control, managenent and
user traffic, and depending on the application key paraneters, such
as latency, jitter (inportant for voice and other real-tinme
applications), packet |oss and queui ng mechani sm (strict priority,

| owl atency, fair etc.) can be very different.

| mpl enent ati on of QoS for nobile networks is done at two stages: at
content prioritization/marking and transport marking, and congestion
managenment. Fromthe transport perspective, QS is defined at |ayer 2
as class of service (CoS) and at layer 3 either as DiffServ code
poi nt (DSCP) or type of service (ToS). The mappi ng of CoS to DSCP
takes place at layer 2/3 switching and routing el enents. 3GPP has
specified QoS Cass ldentifier (QCl) which represents different types
of content and equival ent mapping to DSCP at transport |ayer

[ TS23.203] [TS23.401]; however, this again requires manua
configuration at different elenents and if there is msconfiguration
at any place in the path it will not work properly.

In sunmary QoS configuration for nobile network for user plane (for
user traffic) and transport in |IP based nobile network is conplex and
it requires synchronization of parameters anong different platforns.
Normally QoS in IP is inplemented using D ffServ, which uses hop-by-
hop QoS configuration at each router. Any inconsistency in I[P QS
configuration at routers in the forwarding path can result in poor
subscri ber experience (e.g. packet classified as high-priority can go
to lower priority queue). By deploying ICN, we intend to enhance the
subscri ber experience using policy based configuration, which can be
associated with the naned contents [I CNQS] at |ICN forwarder. Further
investigation is needed to understand how QoS in ICN can be

i mpl emented to neet the I P QS requirenents [ RFC4594].

2.3 Data Transport Using IP

The data delivered to nobile devices is unicast inside GIP tunne
froma eNodeB to a PDN gateway (PGW, as described in 3GPP
specifications [TS23.401]. Wile the technol ogy exists to address the
i ssue of possible nmulticast delivery, there are many difficulties
related to multicast protocol inplenentation on the RAN side of the
networ k. Transport networks in the backhaul and core have addressed
the multicast delivery long time ago and have inplenmented it in nost
cases in their multi-purpose integrated transport, but the RAN part
of the network is still lagging behind due to conplexities related to
mobility of the clients, handovers, and the fact that the potenti al
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gain to the Service Providers may not justify the investment. Wth
that said, the data delivery in the nobility remains greatly unicast.

To ease the burden on the bandwi dth of the SG interface, caching is
introduced in a sinmlar manner as with nmany Enterprises. In the
mobi | e net wor ks, whenever possible, a cached data is delivered.
Cachi ng servers are placed at a centralized location, typically in
the Service Provider’'s Data Center, or in some cases lightly
distributed in the Packet Core | ocations with the PGN nodes close to
the Internet and I P services access (SG interface). This is a very
i nefficient concept because traffic has to traverse the entire
backhaul path for the data to be delivered to the end-user. O her

i ssues, such as out-of-order delivery contribute to this conplexity
and inefficiency but could be addressed at the I P transport |evel

The data delivered to nobile devices is unicast inside a GIP tunnel

If we consider conbined inpact of GIP, |PSec and unicast traffic, the
data delivery is not efficient. By deploying ICN, we intend to either
term nate GIP tunnel at the edge by |everaging control and user plane
separation or replace it with the native |ICN protocols.

2.4 Virtualizing Mbile Networks

3.

The Mobil e packet core deployed in a najor service provider network
is either based on dedicated hardware or |arge capacity x86 platforns
in some cases. Wth adoption of Mbile Virtual Network Operators
(MVNO), public safety network, and enterprise nobility network, we
need el astic nobile core architecture. By depl oyi ng nobil e packet
core on a commercially off the shelf (COIS) platformusing
virtualized infrastructure (NFVI) franmework and end-to-end
orchestration, we can sinplify new deploynents and provide optin zed
total cost of ownership (TCO.

While virtualization is growing and nany nobile providers use hybrid
architecture consisting of dedicated and virtualized infrastructures,
the control and data delivery planes are still the sane. There is

al so work underway to separate control plane and user plane so that
the network can scale better. Virtualized nobile networks and network
slicing with control and user plane separation provide nmechanismto
evol ve GIP-based architecture to open-fl ow SDN-based signaling for
LTE and proposed 5G Sone of early architecture work for 5G nobile

t echnol ogi es provides nmechani smfor control and user plane separation
and sinplifies mobility call flow by introduction of open-flow based
signaling. This has been considered by 3GPP [ EPCCUPS] and is al so
described in [ SDN5Q .

Data Transport Using |ICN
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For nobile devices, the edge connectivity to the network i s between

radio and a router or nobile edge conputing (MEC) [ MECSPEC] el enment.
MEC has the capability of processing client requests and segregating
control and user traffic at the edge of radio rather than sending all
requests to the nobil e gateway.

R +

| Content 4-----comm oo +
| Publisher| |
B e [
| +- -+ +- -+ +- -+ |
| +--->Rl|------------ >R2|---------- >| R4| |
| +- -+ +- -+ +- -+ |
| | Cached |
| % cont ent |
| +--+ at R3 |
| +::::::::| R3| -+ |
| # -+ [
I # I I
I v v I
| +- + +- + |
b | J-memmmmeee | J-memmmmeee +

+-+ +-+

Consuner -1 Consuner - 2
UE UE

===> Content flow from cache
---> Content flow from publisher

Fig. 2. ICN Architecture

MEC transfornms radio into an intelligent service edge that is capable
of delivering services directly fromthe edge of the network, while
providing the best possible performance to the client. MEC can be an
i deal candidate for ICN forwarder in addition to its usual function
of managing nobile termnation. In addition to MEC, other transport

el ements, such as routers, can work as | CN forwarders

Data transport using ICNis different conpared to | P-based transport.
It evolves the Internet infrastructure by introducing uniquely naned
data as a core Internet principle. Comunication in |ICN takes place
bet ween content provider (producer) and end user (consuner) as
described in figure 2.

Every node in a physical path between a client and a content provider
is called ICN forwarder or router, and it has the ability to route
the request intelligently and al so cache the content so that it can
be delivered locally for subsequent request from any other client.
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For nobile network, transport between a client and a content provider
consi sts of radio network + nmobile backhaul and I P core transport +
Mobil e Gateways + Internet + content data network (CDN).

In order to understand suitability of ICN for nobile networks, we
will discuss the ICN franmework describing protocols architecture and
different types of nessages, and then consider how we can use this in
a mobil e network for delivering content nore efficiently. ICN uses
two types of packets called "interest packet" and "data packet" as
described in figure 3.

o e e e e e +
Interest | +------ + R + R + +----- +
+- + ----> €S |[|----> PIT |----> FIB |--------- >| CDN |
| | | +------ + Homm - - - + Homm - - - + | +--m - - +
+- + [ [ Add | Drop | | Forward
UE <-m-m---- + Intf v Nack v |
Data | |
o e e e e e eeaoaao +
oo e e e e e eeaao +
+-+ | Forward oo - + to---- +
I R R | PIT |<--------- | CDN
+- + | | Cache +--+---+ | Data  +----- +
UE | +ooveot | |
I | Cs | v I
| R + Di scard
o e e e e e eeeaao +

Fig. 3. ICNInterest, Data Packet and Forwarder

For LTE network, when a nobile device wants to get certain content,

it will send an Interest nessage to the cl osest eNodeB. |nterest
packet follows the TLV format [ CCNXTLV] and contains nmandatory fields
such as nane of the content and nonce. Nanme and nonce together
uniquely identify an Interest packet. Nonce is al so used to detect

| oopi ng I nterest nessages. Interest packet al so contains optiona
fields such as selector and guider fields. Selectors provides a
specific filtering action during nmatching and sel ecti on of the nane
prefixes. Cuiders provides specific set of rules on how the Interest
packet can be processed at the forwarder.

First ICNrouter will receive Interest packet and perform | ookup if
request for such content has cone earlier fromany other client. If
yes, it is served fromthe |ocal cache, otherw se request is
forwarded to the next-hop ICN router. Each ICN router mmintains three
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4.

data structures, namely Pending Interest Table (PIT), Forwarding

I nformation Base (FIB), and Content Store (CS). The Interest packet
travel s hop-by-hop towards content provider. Once the Interest
reaches the content provider it will return a Data packet containing
i nformati on such as content nanme, signature, signed key and data.

Dat a packet travels in reverse direction follow ng the same path
taken by the interest packet so routing synmetry is maintained.
Details about algorithnms used in PIT, FIB, CS and security trust
nodel s are described in various resources [CCN], here we expl ai ned
the concept and its applicability to the LTE network.

| CN Depl oynent in 4G and LTE Networ ks

4.1 General |CN Deploynment Considerations

In LTE/ 4G nobil e networks, both user and control plane traffic have
to be transported fromthe edge to the nobil e packet core via IP
transport. The evol ution of existing nobile packet core using CUPS
[ TS23. 714] enabl es fl exible network depl oyment and operation, by

di stributed depl oynment and the independent scaling between contro
pl ane and user plane functions - while not affecting the
functionality of the existing nodes subject to this split.

In the CUPS architecture, there is an opportunity to shorten the path
for user plane traffic by deploying offload nodes closer to the edge.
This optimzation allows for the introduction of ICN and anplifies
its advantages. This section analyzes the potential inpact of ICN on
control and user plane traffic for centralized and di saggregate CUPS
based nmobil e network architecture.

4.2 1 CN Depl oynment Scenari os

Depl oyment of | CN provides an opportunity to further optimze the
exi sting data transport in LTE/ 4G nobile networks. The various

depl oynent options that ICN and | P provide are sonmewhat anal ogous to
t he depl oynment scenarios when | Pv6 was introduced to inter operate
with | Pv4, except with ICN the whole IP stack is being replaced. W
have revi ewed [ RFC6459] and anal yzed the inmpact of ICN on control

pl ane signaling and user plane data delivery. In general |ICN can be
depl oyed natively replacing IP transport (IPv4 and | Pv6) or as an
overlay protocol. Figure 4 describes a nodified protocol stack to
support | CN depl oynment scenari os.

As shown in figure 4, for applications running either in UE or in
content provider systemto use the new transport option, we propose a
new transport convergence layer (TCL). This transport convergence
| ayer hel ps determ ne what type of transport (e.g. ICNor IP), as
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well as type of radio interface (e.g. LTE or WFi or both), is used
to send and receive the traffic based on preference e.g. content

| ocation, content type, content publisher, congestion, cost, quality
of service etc. It helps to configure and decide the type of
connection as well as the overlay node (I CNolP or |PolCN) between
application and the protocol stack (IP or ICN to be used.

B e S +
| 1CN App (new) | |IP App (existing)]|
Fomm e - Homm - - - + o ---- - - Fomm e - +
I I
TR o a oo TR +
| Transport Convergence Layer (new)
Fomm - - - Fom e e e e e e e e oo Fomm oo - +
I I
Homm - - - Homm - - - + Homm - - - Fom oo - +
| CN function | | IP funption |
| (New I | (Existing) |
[ S, [ S, + [ S, [ R, +
llll llll
(). ")
( ICN " ( P
( doud ) ( doud )
‘ L ‘ L

Fig. 4. 1P/1CN Convergence and Depl oynment Scenari os

TCL can use a nunber of nechanisns for the selection of transport. It
can use a per application configuration through a nanagenent
interface, possibly even a user-facing setting realized through a
user interface, simlar to those used today that select cellular over
W Fi being used for selected applications. In another option, it

m ght use a software APl, which an adapted | P application could use
to specify e.g. an ICN transport for obtaining its benefits.

Anot her potential application of TCL is in inplenentation of network
slicing, where it can have a slice nanagenent capability locally or
it can interface to an external slice manager through an APl [GALIS].
This solution can enable network slicing for IP and ICN transport
selection fromthe UE itself. The TCL could apply slice settings to
direct certain traffic (or applications) over one slice and others
over another slice, determined by some formof 'slicing policy’.
Slicing policy can be obtained externally fromslice nanager or
configured locally on UE

From the perspective of the applications either on UE or content
provider, four different options are possible for the depl oynment of
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ICN natively and/or with IP

1.

Pr akash,

| P over IP

In this scenario UE uses applications tightly integrated with
the existing IP transport infrastructure. In this option, the
TCL has no additional function since the packets are directly
forwarded using | P protocol stack, which in turn sends the
packets over the IP transport.

I CN over |ICN

Simlar to case 1 above, ICN applications tightly integrate
with the ICN transport infrastructure. The TCL has no
additional responsibility since the packets are directly
forwarded using ICN protocol stack, which in turn sends the
packets over the ICN transport.

I CN over |IP (1CNolP)

In ICN over |P scenario, the underlying IP transport
infrastructure is not inpacted (i.e. ICNis inplenented, as an
| P overlay, between user equipnent (UE) and content provider).
IProuting is used from Radi o Access Network (eNodeB) to nobile
backhaul , 1P core and Mbile Gateway (SGNPGN. UE attaches to
Mobi l e Gateway (SGW PGW using | P address. Al so, the data
transport between Mbobile Gateway (SGW PGAN and content
publ i sher uses IP. Content provider is capable of serving
content either using I|P or ICN, based on UE request.

An alternative approach to inplenent ICN over IPis provided in
Hybrid ICN [H CN], which inplenments ICN over | P by mapping of
ICN names to the | Pv4/1Pv6 addresses.

Det ai | ed depl oynent of use cases is described in section 4.4.
Application conveys the preference to the TCL, which in turn
sends the I CN data packets using the IP transport.

I P over ICN (IPolCN)

H2020 proj ect [H2020] provides an architectural framework for
depl oynent of I P as an overlay over |CN protocol [IPICN|

I mpl enenting | P services over |ICN provides an opportunity

| everagi ng benefit of ICNin the transport infrastructure and
there is no inpact on end devices (UE and access network) as
they continue to use IP. | PolCN however, will require an inter-
wor ki ng function (I W/ Border Gateway) to translate various
transport primtives such as transport of tunnel node. |W
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function will provide a mechanismfor protocol translation

bet ween 1 Pol CN and native | P depl oynent for nobile network.
After reviewing [IPICN], we understand and interpret that |ICN
is inplemented in the transport natively; however, IPis

i mpl emented in UE, eNodeB, and Modbil e gateway (SGW PGW, which
is also called as network attach point (NAP)

| CN Depl oynent in LTE Control Pl ane

In this section we analyze signaling nessages which are required for
di fferent procedures, such as attach, handover, tracking area update
etc. The goal of analysis is to see if there is any benefit to
replace | P-based protocols with ICN for LTE signaling in the current
architecture. It is inportant to understand the concept of point of
attachnent (PQA). Wien UE connects to a network it has at |east three
POAs:

1. eNodeb managi ng | ocation or physical PQA

2. Authentication and Authorization (MVE, HSS) managing identity
or authentication POA

3. Mobile Gateways (SGN PGWN nanagi ng | ogical or session
managenent POA.

In current architecture IP transport is used for all the nessages
associated with Control Plane for nobility and session managenent. |P
i s enbedded very deeply into these nessages and TLV carrying
additional attributes as a |ayer 3 transport . Physical PQOA in eNodeB
handl es both nmobility and session managenent for any UE attached to
4G LTE network. The nunber of nobility nanagenment nessages between
different nodes in an LTE network per signaling procedure are given
below in figure 5.

Normal ly two types of UE devices attach to LTE network: SIM based
(need 3GPP nobility protocol for authentication) or non-SlIM based
(whi ch connect to WFi network), and authentication is required for
bot h of these device types. For non-SI M based devices, AAA is used
for authentication. W do not propose to change UE authentication
procedures for user data transport using ICN, or any other nobility
managenent nessagi ng. A separate study would be required to anal yze
i mpact of ICN on nobility managenent nessages structures and fl ows.
We are nerely analyzing the viability of inplenmenting ICN as a
transport for Control plane nmessages.

It is inportant to note that even if MVE and HSS do not support |ICN
transport, they still need to support UE capable of dual stack or
native ICN. Wien UE initiates attach request using the identity as
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ICN, MME nust be able to parse that nessage and create a session. MVE
forwards UE authentication to HSS so HSS nmust be able to authenticate
an | CN capable UE and authorize create session [TS23.401].

| Attach |
| Additional default bearer |
| Dedicated bearer [
| Idle-to-connect |
| Connect-to-Idle |
I I
I I
| |
I I

=

X2 handover

S1 handover

Tracki ng area update
Tot al

ANONWWNSMO

w

Fig. 5. Signaling Messages in LTE Gat eways

Anchorl ess nobility [ALM has nmade sone inportant comments on how
nmobi | ity managenent is done in ICN. Author comments about handling
mobi l ity without having a dependency on the core network function
e.g. MME. However, location update to the core network would still be
required to support sonme of the | egal conpliance requirements such as
| awful intercept and energency services.

The mai n advantage of ICNis in caching and reusing the content,
whi ch does not apply to the transactional signaling exchange. After
anal yzing LTE signaling call flows [TS23.401] and nessages inter-

dependencies [Fig 4], our reconmendation is that it is not beneficial
to deploy ICN for control plane and nobility nanagenment functions.

4.4 | CN Deploynent in LTE User Pl ane

We will consider figure 1 to discuss different nmechanisns to depl oy
ICN in nmobile networks. In section 4.2 we discussed generic
depl oynent scenarios of ICN. In this section, we shall see the
specific use cases of native ICN depl oynent in LTE user plane. W
consider the follow ng options:

1. Dual stack |ICN deploynent in UE

2. Native |ICN Deploynents in UE

3. I CN Depl oynent in eNodeB

4. | CN Depl oynent in nobile gateways (SGWN PGW
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4.4.1 Dual stack |ICN Deploynents in UE

The control and user plane conmunications in LTE, 4G nobil e networks
are specified in 3GPP docunents [TS23.323] [TS23.203] [TS23.401]. It
is inportant to understand that UE can be either consuner (receiving
content) or publisher (pushing content for other clients). The
protocol stack inside nobile device (UE) is conplex as it has to
support multiple radio connectivity access to eNodeB(s).

Figure 6 provides high | evel description of a protocol stack, where
IPis defined at two layers: (1) at user plane conmmunication, (2)
Transport |ayer. User plane communi cation takes place between Packet
Dat a Convergence Protocol (PDCP) and Application | ayer, whereas
transport layer is at GIP protocol stack

[ + [ +
| App | | CDN |
S - + S - + S - +
| Transp. | | [ | | Transp. | | | Transp.
| Converg.| |.. ... [ oo | . | Converge|.|.| Converge|
[ SR + | | | +-------- + | - +

.............. [ [.]-1 [
| TCNIP | | | | | ITCNIP | | | ICNIP
I (! I | | (I I
IR S I + | - [ + | - R +

|- | I |1 I |1 [ I
| PDCP | | |PDCP|GIP-U | |GIP-UGIP-U | |GIP-U | | | L2 |
Hom e e oo - + | Ao + | A + | - + ||| [
| RLC |.|.|RLC | UDP |.|.| UDP | UDP |.]|.|UDP |L2|.].]| |
Ty S I + | e + | +----- + || | |
| MAC [.|.| MAQ L2 [.|.| L2 | L2 [|.[.| L2] | | | I
[ S, +|+ ---------- +|+ ----------- +|+ -------- +|+ -------- +
| L1 |.|.] L2 | L1 |.].] L2 | L2 |.].] LI |LZJ.].] L1 |
Hom e e oo - + | Ao + | - +-- - - - + | - R B +

UE | BS(enodeB) | SGW | PGW |
Uu S1U S5/ S8 SG

Fig. 6. Dual stack |ICN Deploynent in UE

The protocol interactions and inpact of supporting tunneling of ICN
packet into IP or to support ICN natively are described in figure 6
and figure 7 respectively.

The protocol s and software stack used inside LTE capabl e UE support
both 3G and LTE software interworking and handover. Latest 3GPP
Rel . 13 onward specification describes the use of IP and non-IP
protocols to establish |ogical/session connectivity. W intend to

| everage the non-1P protocol based nmechanismto deploy |ICN protoco
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stack in UE as well as in eNodeB and nobil e gateways (SGN PGW .

Pr akash,

S B S RSy +
| TCN App (new) | |IP App (existing)]|
N S R ey S e +
I I
I S N +
| Transport Convergence Layer (new)
Homm - - e e e e e e e e o Fom e - +
I I
S e . + S e R +
| CN function | | I'P function |
| (New I | (Existing) |
Fomm - - - Fomm - - - + Fomm - - - Fomm oo - +
| |
Homm - - - Fom e e e e oo oo Fom oo - +
| PDCP (updated to support |ICN)
- . +
I
) s +
RLC ( Exi sting)
S e e e e oo oo +
I
T . +
MAC Layer (Existing)
) s +
|
S e e e e oo oo +
| Physi cal L1 (Existing) |
R T +

Fig. 7. Dual stack ICN protocol interactions

Exi sting application |ayer can be nodified to provide options
for new I CN based application and existing |IP based
applications. UE can continue to support existing |P based
applications or host new applications devel oped either to
support native ICN as transport, |1CNolP or |PolCN based
transport. Application layer has the option of selecting either
ICN or IP transport layer as well as radio interface to send
and receive data traffic.

Qur proposal is to provide a common Application Progranm ng
Interface (APlI) to the application devel opers such that there
is no inpact on the application devel opnent when they choose
either ICN or IP transport for exchanging the traffic with the
network. As nentioned in section 4.2, the transport convergence
| ayer (TCL) function handles the interaction of application
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with the multiple transport options.

2. The transport convergence | ayer hel ps determ ne what type of
transport (e.g. ICNor IP) as well as type of radio interface
(e.g. LTE or WFi or both), is used to send and receive the
traffic. Application layer can nmake the decision to select a
specific transport based on preference e.g. content |ocation
content type, content publisher, congestion, cost, quality of
service etc. There can be an Application Programm ng Interface
(APlI) to exchange paraneters required for transport selection
The sout hbound interactions of Transport Convergence Layer
(TCL) will be either to IP or ICN at the network | ayer

3. ICN function (forwarder) is introduced in parallel to the
existing IP layer. ICN forwarder contains functiona
capabilities to forward | CN packets, e.g. Interest packet to
eNodeB or response "data packet" from eNodeB to the
application.

4. For dual stack scenario, when UE is not supporting |ICN at
transport layer, we use IP underlay to transport |ICN packets.
ICN function will use IP interface to send Interest and Data
packets for fetching or sending data using |ICN protoco
function. This interface will use ICN overlay over |P using any
overlay tunneling nechani sm

5. To support ICN at network layer in UE, PDCP |ayer has to be
aware of ICN capabilities and paraneters. PDCP is located in
the Radio Protocol Stack in the LTE Air interface, between |IP
(Network layer) and Radio Link Control Layer (RLC). PDCP
performs follow ng functions [TS36.323]:

a) Data transport by listening to upper |ayer, formatting and
pushing down to Radi o Link Layer (RLC

b) Header conpression and deconpression usi ng ROHC ( Robust
Header Conpression)

c) Security protections such as ciphering, deciphering and
integrity protection

d) Radio | ayer nmessages associ ated with sequencing, packet drop
detection and re-transni ssion etc.

6. No changes are required for |ower |layer such as RLC, MAC and
Physi cal (L1) because they are not |P aware.

One key point to understand in this scenario is that ICNis deployed
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as an overlay on top of IP
4.4.2 Native |ICN Deploynents in UE

We propose to inplenent ICN natively in UE by nodi fying PDCP | ayer in
3GPP protocols. Figure 8 provides a high-level protocol stack
description where ICNis used at two different |ayers:

1. at user plane conmunication
2. at transport |ayer

User plane communi cation takes place between PDCP and application
| ayer, whereas transport layer is a substitute of GIP protocol
Renoval of GIP protocol stack is significant change in nobile
architecture because GIP is used not just for routing but for
nmobi | ity managenent functions such as billing, mediation, policy
enf orcement etc.

B + B +
| App | | CDN |
[ + [ +
| Transp. | | | | | | Transp.
| Converge| . |.............. [ [ | .| COnver ge|
ARRREEEES + | | | | e +

R [ oo [ oo | -] |
| TCNIP | | I I | | I
I || I I | | I
S NIy + | e S I S I + | | ICNIP

A I [ || [ || [ || I
| PDCP | | |PDCP| ICN |.]|.]| I CN | -] I CN | -] |
AR M S I B B B |
I RLC |.]|.|RLC | [ [ [ I
Hom e e oo - + | Ao + | Ao + | Ao + | A= +
| MAC |.]|.] MAC L2 |.|.] L2 [ . ].] L2 [ . ].] L2 |
Ty S I S I S I + | e +
| L1 |.].] L1 | L1 |.].] L1 | -] L1 | -] L1 |
[ S, +|+----+ ----- +|+ ---------- +|+ ---------- +|+ -------- +

UE | BS(enodeB) | SGW | PGW |
Uu Slu S5/ S8 SG

Fig. 8. Native ICN Deploynment in UE

If we inplement ICN natively in UE, comunication between UE and
eNodeB wi |l change and also we will not need to tunnel user plane
traffic fromeNodeB to nobile packet core (SGN PGWN using GIP

t unnel
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For native |ICN depl oynent, Application is configured to use |ICN
forwarder so there is no need for Transport Convergence. Also to
support ICN at network layer in UE, we need to nodify existing PDCP

| ayer. PDCP | ayer has to be aware of ICN capabilities and paraneters.

Native inplenmentation will also provide opportunities to devel op new
use cases leveraging ICN capabilities such as seam ess nmobility, UE

to UE content delivery using radio network w thout interactions wth
mobi | e gat eways, etc.

4.5 | CN Depl oynent in eNodeB

eNodeB i s physical point of attachnment for UE, where radio protocols
are converted into I P transport protocol as depicted in figure 7 and
figure 8 for dual stack/overlay and native |ICN respectively. Wen UE
perforns attach procedures, it is assigned an identity either as IP
dual stack (IP and ICN), or ICN. UE can initiate data traffic using
any of three different options:

1. Native IP (1Pv4 or |Pv6)
2. Native ICN
3. Dual stack IP (I1Pv4/1Pv6) or ICN

UE encapsul ates user data transport request into PDCP | ayer and sends
the information on air interface to eNodeB. eNodeB receives the

i nformati on and using PDCP [ TS 36.323], de-encapsulates air-interface
messages and converts themto forward to core nobil e gateways (SGW
PGWN. In order to support ICN natively in eNodeB, it is proposed to
provi de transport convergence |ayer (TCL) capabilities in eNodeB
(simlar as provided in UE), which provides follow ng functions:

1. It decides the forwarding strategy for user data request com ng
fromUE. The strategy can nake deci sion based on preference
i ndi cated by the application such as congestion, cost, quality
of service, etc.

2. eNodeB to provide open Application Programmng Interface (API)
to external nmanagenent systens, to provide capability to eNodeB
to programthe forwardi ng strategies.

3. eNodeB shall be upgraded to support three different types of
transport: IP, ICN, and dual stack |IP+I CN towards nobile
gat eways, as depicted in figure 9. It is also recommended to
deploy I P and/or ICN forwarding capabilities into eNodeB for
efficient transfer of data between eNodeB and nobil e gateways
There can be four choices for forwarding data request towards
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nobi | e gat eways:

a) Assum ng eNodeB is | P-enabled and UE requests |IP transfer,
eNodeB forwards data over |P.

b) Assumi ng eNodeB is | CN-enabl ed and UE requests |ICN transfer,
eNodeB forwards data over |CN.

c) Assumi ng eNodeB is | P-enabled and UE requests |ICN, eNodeB
overlays ICN on I P and forwards the user plane traffic over
| P.

d) Assuning eNodeB is I CN-enabl ed and UE requests | P, eNodeB
overlays IP on ICN and forwards the user plane traffic over

ICN [ Pol CN .
. +
| UE request | I CN Fommeoo-- +
+--->| content using |--+--- transport -->| |
| | 1 CN protocol | | |
| + | |
I I I I
| RO + | |
+- + | | UE request | I P | To nobil e|
| |---+-->] content using |--+--- transport -->| GW |
+- + | | I'P protocol | | (SGW PGW |
UE | e + | [ [
I I I I
| RO + | |
[ | UE request | Dual stack [ |
+--->| content using |[--+--- | P+l CN -->| |
| TP/1CN protocol | | transport e +
S +
eNodeB Slu

Fig. 9. Native ICN Deploynment in eNodeB
4.6 |CN Deploynent in Packet Core (SGW PGWN Gateways

Mobi | e gateways a. k.a. Evol ved Packet Core (EPC) include SGN PGW
whi ch perform session managenent for UE fromthe initial attach to

di sconnection. When UE is powered on, it performs NAS signaling and
after successful authentication it attaches to PGN PGWis an
anchoring point for UE and responsible for service creations,

aut hori zation, maintenance etc. Entire functionality is nmanaged using
| P address(es) for UE.

In order to inplement ICN in EPC, the follow ng functions are needed.
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Insert ICN function at session nmanagenent |ayer as additiona
functionality with I P stack. Session nmanagenent |ayer is used
for performng attach procedures and assigning |logical identity
to user. After successful authentication by HSS, MVE sends
create session request (CSR) to SGWVand SGNto PGW

When MVE sends Create Session Request nessage (step 12 in

[ TS23.401]) to SGWNWor PGW it contains Protocol Configuration
Option Information El enent (PCO | E) containing UE capabilities.
We can use PCOIE to carry ICNrelated capabilities information
fromUE to PGW This information is received from UE during the
initial attach request in MVE. Details of available TLV, which
can be used for ICN are given in subsequent sections. UE can
support either native IP, or ICN+IP, or native ICN. IPis
referred to as both IPv4 and |1 Pv6 protocol s.

For | CN+l P capable UE, PGW assigns the UE both I P address and
ICN identity. UE selects either of the identities during the
initial attach procedures and registers with network for
sessi on managenent. For I CN-capable UE it will provide only ICN
attachnent. For native |P-capable UE there is no change

In order to support |CN-capable attach procedures and use | CN
for user plane traffic, PGWneeds to have full |CN protoco
stack functionalities. Typical |ICN capabilities include
functions such as content store (CS), Pending |Interest Table
(PI'T), Forwarding Informati on Base (FIB) capabilities etc. If
UE requests ICNin PCOIE then PGNregisters UE with ICN
nanes. For |ICN forwardi ng, PGWcaches content |ocally using CS
functionality.

Prot ocol configuration options information el ements descri bed
in [TS24.008] (see Figure 10.5.136 on page 598) and [ TS24. 008]
(see Tabl e 10.5. 154 on page 599) provide details for different
fields.

- Cctet 3 (configuration protocols defines PDN types) which
contains details about |1Pv4, |Pv6, both or ICN

- Any conbination of Cctet 4 to Z can be used to provide
additional information related to ICN capability. It is nost
i nportant that PCO | E paranmeters are matched between UE and
mobi | e gateways (SGWN PGW so that they can be interpreted
properly and UE can attach successfully.

Depl oyment of ICN functionalities in SGWVand PGW shoul d be

mat ched with UE and eNodeB because they will exchange |ICN
protocol s and paraneters.
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7. Mobile gateways SGN PGNwi |l al so need ICN forwarding and
caching capability.

8. The transport between PGW and CDN provi der can be either |IP or
ICN. Wien UE is attached to PGWwith ICN identity and
communi cates with an | CN-enabl ed CDN provider, it will use ICN
primtives to fetch the data. On other hand, for an UE attached
with an ICN identity, if PGNhas to communicate with an |P-
enabl ed CDN provider, it will have to use an ICN-1P
i nterworki ng gateway to perform conversion between ICN and | P
primtives for data retrieval. Further study is required to
understand how this ICNto IP (and vice versa) interworking
gat eway woul d function.

5. Security Considerations

To ensure only authenticated UEs are connected to the network, LTE
nmobi | e network inplements various security nechani sns. From
perspective of ICN deploynent in user plane, it needs to take care of
the follow ng security aspects:

1. UE authentication and authorization

2. Radio or air interface security

3. Denial of service attacks on nobil e gateway, services

4. Content positioning either in transport or servers

5. Content cache pollution attacks

6. Secure nam ng, routing, and forwarding

7. Application security
Security over the LTE air interface is provided through cryptographic
techni que. When UE is powered up, it perfornms key exchange between
UE' s USI M and HSS/ Aut henti cation Center using NAS nessages i ncl udi ng
ci phering and integrity protections between UE and MVE. Details of

secure UE aut hentication, key exchange, ciphering and integrity
protections nessages are given in 3GPP call flow [TS23.401].

LTE is an all-1P network and uses IP transport in its nobile backhaul
(e.g. between eNodeB and core network). |In case of provider owned
backhaul , it may not inplenment security mechani snms; however, they are

necessary in case it uses shared or a | eased network. The native IP
transport continues to | everage security nmechani smsuch as |nternet
key exchange (IKE) and the I P security protocol (lIPsec). Mre details
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of mobil e backhaul security are provided in 3GPP network security

[ TS33.310] and [TS33.320]. Wen nobil e backhaul is upgraded to
support dual stack (IP+ICN) or native ICN, it is required to

i mpl ement security techni ques which are depl oyed in nobil e backhaul
When ICN forwarding is enabled on nobile transport routers, we need
to deploy security practices based on RFC7476 and RFC7927

Some of the key functions supported by LTE nobil e gateway (SGN PGW
are content based billing, deep packet inspection (DPl), and | awful
intercept (LI). For ICN-based user plane traffic, it is required to
integrate ICN security for session between UE and gat eway; however,
in ICN network, since only consunmers who are in possession of
decryption keys can access the content, some of the services provided
by nobil e gateways nentioned above may not work. Further research in
this area is needed.

6. Summary

In this draft, we have discussed conplexities of LTE network and key
dependenci es for deploying ICN in user plane data transport.

Di fferent depl oynment options described cover aspects such as inter-
operability and multi-technology, which is a reality for any service
provider. W are currently evaluating the I CN depl oynent options,
described in section 4, using LTE gateway software and | CN sinul at or.
One can deploy ICN for data transport in user plane either as an
overlay, dual stack (IP + ICN) or natively (by integrating ICNwith
CDN, eNodeB, SGWN PGW and transport network etc.). It is inportant to
understand that for above di scussed depl oynent scenarios, additiona
study is required for lawful interception, billing/nediation, network
slicing, and provisioning APIs.

Based on our study of control plane signhaling it is not beneficial to
deploy ICN with existing protocols unless further changes are

i ntroduced in the control protocol stack itself. As nentioned in

[ TS23.501], 5G network architecture proposes sinplification of

control plane nessages and can be a candidate for use of ICN

As a starting step towards |ICN user plane deploynent, it is
recomended to incorporate protocol changes in UE, eNodeB, SGWN PGV
for data transport. ICN has inherent capabilities for nobility and
content caching, which can inprove the efficiency of data transport
for unicast and multicast delivery.

Mobi | e Edge Computing (MEC) [ CHENG provi des capabilities to depl oy
functionalities such as Content Delivery Network (CDN) caching and
nmobi | e user plane functions (UPF) [TS23.501]. Recent research for
delivering real-tine video content using ICN has al so been proven to
be efficient [ NDNRTC] and can be used towards realizing the benefits
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of I CN depl oynent in eNodeB, MEC, nobile gateways (SGN PGWN and CDN.
The key aspect for ICNis inits seamess integration in LTE and 5G
networks with tangible benefits so that we can optim ze content
delivery using sinple and scal able architecture. Authors wll
continue to explore how ICN forwarding in MEC could be used in
efficient data delivery from nobile edge.
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