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Abstract

The Internet of Things (10oT) technol ogy prom ses to connect billions
of objects to Internet. Today, the |oT | andscape is very fragnented
fromboth the technol ogy and service perspectives. As a consequence,
it is difficult to integrate and cross-correlate data com ng fromthe
het er ogeneous contexts and build val ue-added services on top. This
reason has notivated the current trend to develop a unified de-
fragmented |oT architecture so that objects can be nade accessible to
appl i cations across organi zati ons and domai ns. Several proposals
have been made to build a unified |oT architecture as an overlay on
top of today’'s Internet. Such overlay solutions, however, inherit
the existing limtations of the IP protocol: nobility, security,
scalability, and comrunication reliability. To address this problem
A unified |IoT architecture based on the Information Centric

Net working (I CN) architecture, which we call ICN-10T [1] has been
proposed. |ICN 10T leverages the salient features of ICN, and thus
provi des seanl ess devi ce-to-device (D2D) comuni cation, nmobility
support, scalability, and efficient content and service delivery.
Furthernore, in order to guarantee the real diffusion of ICN-10T
architecture it is fundanental to deal with self-configuring features
such as devi ce onboarinding and di scovery, service discovery,
scalability, security and privacy requirenments, content

di ssemmi nation since the 10T systemw || conprise of diverse
applications with heterogenous requirenents including connectivity,
resource constraints and nobility. Towards this, the draft

el aborates on a set of middleware functions to enable | arge operation
of an ICN-10T depl oynent.
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This draft begins by notivating the need for an unified ICN-10T
architecture to connect heterogeneous |oT systens. W then propose
an | CN-10T system architecture and m ddl eware conponents which

i ncl udes devi ce/ networ k-service di scovery, naming service, |oT
service discovery, data discovery, user registration, and content
delivery. For all of these conponents, discussions for secure
solutions are offered. W also provide discussions on inter-
connecti ng heterogeneous | CN-|10T donai ns.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on January 17, 2018.
Copyright Notice

Copyright (c) 2017 | ETF Trust and the persons identified as the
docunment authors. All rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
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1. ICN-Centric Unified IoT Architecture

In recent years, the current Internet has becone inefficient in
supporting rapidly enmerging Internet use cases, e.g., nmobility,

content retrieval, 10T, contextual conmunication, etc. As a result,
Information Centric Networking (1 CN) has been proposed as a future
Internet design to address these inefficiencies. |CN has the

following main features: (1) it identifies a network object
(including a nobile device, a content, a service, or a context) by
its name instead of its |IP address, (2) a hybrid nane/address
routing, and (3) a delay-tolerant transport. These features make it
easy to realize many in-network functions, such as nobility support,
mul ticasting, content caching, cloud/edge conputing and security.

Consi dering these salient features of ICN, we propose to build a
unified 1oT architecture, in which the nmiddlware |0oT services are
proposed for adm nistrative purposes such as towards onboardi ng

devi ces, device/service discovery and nam ng. Qher functions such
as nane publishing, discovery, and delivery of the 10T data/services
is directly inplenented in the ICN network. Figure 1 shows the
proposed | CN-10T approach, which is centered around the | CN network
i nstead of today's Internet.
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Figure 1: The proposed ICN-10T unified architecture.

1.1. Strengths of ICN-l10T

Qur proposed I CN-10T architecture delivers |oT services over the I CN
network, which ains to satisfy the requirements of the open IoT
net wor ki ng system (di scussed in the I CN-10T design considerations

draft [1]):

o Nami ng.
| oT service,
t hr oughout their scopes.

0 Security and privacy.
and data objects instead of
services
paradi gm [ 16] .

o Scalability. 1In ICNIOT,

In ICN-10T, we assign a unique name to an 10T object,
or even a context.

In I CN-10T,

is inherently nore secure than the traditiona

an
These nanes are persistent

secure bindi ng between nanes
| P addresses to identify devices/data/
I P

the nane resolution is perforned in the

network layer in an online or using a mapping systemw th name

state distributed within the entire network.

Zhang, et al.
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hi gh degree of scalability exploiting features |ike content
locality, local conputing, and nulticasting.

Resource efficiency. In ICN-10T, in both the constrai ned and non-
constrained parts of the network, only those data that are

subscri bed by applications or requested by clients in the
specified context will be delivered. Thus, it offers a resource-
efficient solution.

Local traffic Pattern. 1In ICN-10T, we can easily cache data or
depl oy conputation services in the network, hence nmaking
conmuni cations nore |ocalized and reducing the overall traffic
vol une.

Cont ext - aware comuni cations. |CN 10T supports contexts at
different layers, including device |ayer, networking | ayer and
application layer. Contexts at the device layer include

i nformati on such as battery level or location; contexts at the
network | ayer include information such as network status and
statistics; contexts at the application |ayer are usually defined
by individual applications. In ICN-10T, device context may be
available to the network layer, while network elenents (i.e.
routers) are able to resolve application-layer contexts to | ower-
| ayer contexts. As a result of adopting contexts and context-
awar e comuni cations, comuni cations only occur under situations
that are specified by applications, which can significantly reduce
the network traffic vol une.

Seaml ess nmobility handling. In ICN-10T, ICN s nane resol ution
layer allows multiple levels of nobility relying on receiver-
oriented nature for self-recovery for consuners, and using

mul ticasting and | ate-binding techniques to realize seamnl ess
mobi l ity support of the produci ng nodes.

Sel f- Organi zation: Nanme based networking allows service |evel self
configuration and bootstrappi ng of devices with m ninal

manuf acturer or administrator provisioned configuration. This
configuration involves naning, key distribution and trust
association to enabl e data exchange between applicati ons and
services

Data storage and Caching. In ICN-10T, data are stored |ocally,
either by the nobile device or by the gateway nodes or at service
points. In-network caching [4] al so speeds up data delivery and
al so offer local repair over unreliable |inks such as over

wirel ess nedi uns.
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0 Comunication reliability. [1CN-10T supports del ay tolerant
communi cations [23], which in turn provides reliable
communi cati ons over unreliable links as nentioned earlier. Al so
opportuni stic caching allows to increase the content copies in the
network to help consunmers with diverse application requirenents
(such as operating at different request rates) or situations
dealing with nmobility scenarios

0 Ad hoc and infrastructure node. |CN 0T supports both
applications operating in ad-hoc [2] and infrastructure nodes.

0 In-network processing. |CN offers in-network processing that
supports various network services, such as context resol ution
dat a aggregati on and conpression

2. |ICN-10T System Architecture
The ICN-10T systemarchitecture, which is also a general abstraction

of an |oT system is shown in Figure 2, has the follow ng six nmain
system conponent s:

o m e e oo + oo + oo +
oo e oo oo - + o e e ee oo +
| Enbedded System | <--> | Aggregator | <--> | Local Service | <-->
| | oT Server | <--> | Authenticati on Manager
R + R + [ Gat eway
I I I I
| | T +
o e ee oo + o ee oo +
I I A
VAN
e e e e + e e e e +
| Enmbedded Systeni | Aggr egat or S R
\Y
B + B +
B +

| Services/ Consuners|

Figure 2: ICN-10T Syst
em Architecture

o Enbedded Systens (ES): The enbedded sensor has sensing and
actuating functions and may al so be able to relay data for other
sensors to the Aggregator, through wireless or wired |inks.

0 Aggregator: It interconnects various entities in a local |oT
network. Aggregators serve the follow ng functionalities: device
di scovery, service discovery, and name assignment. Aggregators
can conmuni cation with each other directly or through the |oca
servi ce gateway.
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0 Local Service Gateway (LSG: A LSG serves the follow ng
functionalities: (1) it is at the adm nistrative boundary, such
as, the home or an enterprise, connecting the local 10T systemto
the rest of the global 10T system (2) it serves to assign ICN
nanes to local sensors, (3) it enforces data access policies for
| ocal 10T devices, and (4) it runs context processing services to
generate information specified by application-specific contexts
(instead of raw data) to the |IoT server.

o |oT Server: Wthin a given |0oT service context, the |oT server is
a centralized server that nmintains subscription nmenberships and
provi des the | ookup service for subscribers. Unlike |legacy |oT
servers that are involved in the data path from publishers to
subscribers -- raising the concern of its interfaces being a
bottl eneck -- the 10T server in our architecture is only involved
in the control path where publishers and subscribers exchange
their nanes, certificates, and inpose other security functions
such as access control

0 Authentication Manager (AM: The authenticati on nanager serves to
enabl e authentication of the enbedded devices when they are
onboarded in the network and also if their identities need to be
validated at the overall systemlevel. The authentication nmanager
may be co-resident with the LSG or the 10T server, but it can also
be standal one inside the administrative boundary or outside it.

0 Services/Consuner: These are other application instances
interacting with the 10T server to fetch or be notified of
anything of interest within the scope of the |oT service.

The | ogi cal topology of the IoT systemcan be mesh-like, with every
ES attached to one or nore aggregators or to another ES, while every
aggregator is attached to one or nore LSG and all the LSGs connected
to the 10T server. Thus, each ES has its aggregators, and each of
which in turn has its LSG Al ES belonging to the sane |oT service
share the sane 10T server. Al the aggregators that are attached to
t he same LSG nanagenent are reacheble to to one another hence capable
of requesting services or content fromthem Wile such richer
connectivity inproves reliability, it also requires control plane
sophistication to nmanage the inter-connection. Though our discussion
can be generalized to such nesh topologies, in the rest of the draft,
we will focus on the tree topology for the sake of sinplicity.

3. ICN-1oT Mddl eware Architecture
The proposed ICN-10T middl eware ains to bridge the gap between

underlying ICN functions, 10T applications and devices to achieve
sel f-organi zing capability.
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The m ddl eware functions are shown in Fig. 3 and it includes six core
functions: device discovery, nam ng service, service discovery,

context processing and storage, pub/sub managenent, and security
whi ch spans all these functions.

In contrast to centralized or overlay-based inplementation in the
| egacy | P-based 10T platform ICN-10T architecture pushes a |l arge
portion of the functionalities to the network |ayer, such as name
resol ution, nobility managenent, in-network processing/caching,

context processing, which greatly sinplifies the m ddl eware design
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Figure 3: The ICN-10oT M ddl eware Functions

4. |ICN-1oT Mddl eware Functions

For each of these m ddl eware functions we highlight what these
function achi eve, advantages an ICN architecture enables in realizing
each function, and provide discussion of how the function can be
realized considering two ICN protocols i.e. NDN [6] and MbilityFirst
(MF) [5].
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Pl ease note nost of these niddl eware functions are inplenented on
unconstrai ned aggregators, LSGs and the |oT servers, only very
limted functions (rmainly for device discovery and nam ng service)
are inplenented on resource-constrai ned ES, while unconstrained
devices within an aggregator can execute nore functions such as
servi ce di scovery.

4.1. Device Onboardi ng and Di scovery

In the literature several works do not differentiate between device
onboar di ng and devi ce discovery. |In this draft, we nmake a
distinction. The objective of onboarding is to connect new devices
to the rest and enable themto operate in the ecosystem Every
entity should be exposed to its direct upstream nei ghbor and may be
anot her enbedded system or aggregator. Specifically, it includes the
followi ng three aspects: (1) a newy added ES shoul d be exposed to
its neighbor (ES or aggregator) and possibly to its LSG AM and the
| oT server; (2) a newy added aggregator is exposed to its LSG and
possibly to its neighbor aggregators; (3) a newy added AM shoul d be
exposed to the 10T server and the LSG and (4) a newy added LSG
shoul d be exposed to the 10T server. Device discovery serves two
functions: 1) it is used in the context of discovering nei ghboring
ESs to formrouting paths, where existing nechani ns can be use; 2)
for device onboardi ng, on which we focus here. During onboarding,
the ES passes its device-level information (such as manufacturer-1D
and nodel nunber) and application-level information (such as service
type and data type) to the upstreamdevices. |In the NDN architecture
(and ot her name-based approaches), there is no need to identify the
devices with IDs. But, if the device is required to have a globally
unique ICN ID, it can be provided one by the naming service
(described in Section 4.3), and recorded by the LSG (and possibly the
aggregator and the |oT server). As part of the device discovery
process, each ES will also be assigned a |ocal network 1D (LI D) that
is unique inits local domain. Then the device will use its LID for
routing within the local dormain (i.e. between ESs and the
aggregator) because the globally unique ICN ID associated with a
device is quite long and not energy efficient for constrained |IoT
devices. One approach to generate a short LIDis to hash its
persistent ID. In the nane-based | CN approaches where device
identity is not needed, a device can publish within the nane scope of
the aggregator (e.g., /iot/aggl/devlO for Device nunbered 10 under
aggregator nunbered 1). In npost 10T systens, devices interact with
the aggregator for data or information processing or aggregation
hence there is no direct comunication between devi ces under an
aggregator. If in some set-up devices under the aggregator need to
comuni cate with each other a scal able mechanismis to allow direct
nei ghbors to conmuni cate with each other while others comunicate

t hrough the aggregator.
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I CN enabl es fl exible and context-centric device discovery which is
important in |IoT ecosystem where heterogeneous | 0T systens bel ongi ng
to different 10T services may co-exist sharing the sane wirel ess
resources. Contextualization is a result of nanme-based networking
where different |oT services can agree on uni que multicast nanmes that
can be pre-provisioned in end devices and the network infrastructure
using the routing control plane. This also has an advantage of

| ocal i zi ng device discovery to regions of network relevant to an I CN
service, also enabling certain level of I0T asset security by
isolation. |In contrast IP offers no such natural 10T service

mappi ng; any forced nmapping of this manner will entail high
configuration cost both in terns of device configuration, and network
control and forwardi ng overhead.

4.2. Detailed Discovery Process

A device can be an enbedded device, a virtual device, a process, or a
service instance such as a sensing service. W assune that the

devi ce has pre-loaded secure keys. Specifically, we consider both
resource-constrai ned devices and resource-rich devices, and assune
that the pre-loaded secure keys are symmetric keys or passwords for
the forner, while the asymmetric key pair (public key certificate and
the corresponding private key) for the latter

Bel ow we di scuss the detail ed device discovery process considering
bot h resource-constrai ned devices and resource-rich devices. As
assuned for the forner there is a mechanismfor either securely pre-

| oadi ng synmmetric keys or passwords, while for the latter asymetric
key-pair using the public key infrastructure and certificate are used
to exchange/ generate the synmetric key (denoted as SMK {device}). W
note that the use of asymmetric keys follows the standard PK
procedures with the the use of either self-certificates, certificates
generated by a | ocal (or domain specific) or global authority. The
boot st rappi ng of the constrai ned devices with symetric keys can be
perfornmed in several ways. As nentioned, pre-loading the device with
keys before shipping is one approach, or the symetric keys can be

| oaded by the adninistrator (or home owner or site-nanager) at the
time of bootstrapping of the device on-site. The approach is based
on the level of trust and the threat nodel in which the system
operates. W also note that with ongoi ng research constrai ned

devi ces are becomi ng increasingly powerful and new | ow cost and

comput ati on based PKI approaches are being proposed. 1In the future,
constrai ned devices may be able to al so use PKI nechanisns for
creating symetric keys. 1|In addition, we assune that there is a

| ocal authentication service (AS) that perforns authentication

aut hori zation and transient action key distribution. The |loca

aut hentication service is a logical entity that can be co-hosted at
the LSG or 10T server. The location of the AS may be infornmed by
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efficiency, security, and trust considerations. The design offl oads
the conplexity to the local AS and sinplifies the operations at the
devices. Mechani snms can be devised for authenticating and onboardi ng
a device onto the |oT network even if the device does not trust its
nei ghbors and the aggregator using the AS. This can be done by
havi ng the key SMK {device} shared with an AS, which can be

conmuni cated this information during device bootstrapping. The ASis
used to authenticate the device in the network. The mechani sm can be
extended for the device to authenticate the network it is connecting
to as well [10].

The general steps for device discovery assum ng pre-shared symretric
keys are as follows :

0 New device polling: The configuration service periodically sends
out nessages pulling information from new devices. Then the
device can comunicate its manufacturer ID to the aggregator who
forwards the nessage to the AS. The AS will send back a discover-
reply, with a nonce encrypted with SMK {devi ce} and another nonce
to be used by the device in the reply; this message is forwarded
back to the device. The device decrypts the nessage obtains the
nonce, and encrypts a concatenation of the two nonces with
SMK {device}, which it sends back to the AS. The AS decrypts the
content again and authenticates the device. Then it creates a
symretric key to be shared between the aggregator and the device
and encrypts a copy of the key with a symretric key shared by the
aggregator and the other copy with SMK {device} shared with the
device and replies back to the device. The reply nessage reaches
the device via the aggregator and they both receive the key to
perform secure conmmuni cation. In NDN, this process can be
initiated by the configuration service running on the LSG which
periodi cally broadcasts discovery Interests (using the nane
/iot/aggl/discover nessage) or the discovery can be initiated by
the new device in the network which can send a di scover nessage
using its globally unique ID (e.g., manufacturer ID). If no
aut hentication of the device's identity is required, then the
di scover nessage can be forwarded to the aggregator, which can
reply with its nanespace and a locally unique ID for the device
say dev10, so the namespace for the device is /iot/aggl/ devl0).

O the globally unique ID of the device can al so be used as the
locally unique ID. This nechani sm does not preclude the

conmmuni cati on between the device and the aggregator going over a
mul ti-hop path consisting of other |0T devices that are already
on-boarded. |If device authentication is required, In M-, we can
set a group-GUJI D as the destination address, and the configuration
service issues a polling via multicasting. Once the new device
enters the |oT donain and receives the polling nessage, it sends a
associ ation request (AssoReq) nessage, including its manufacture
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ID, or ICNID (if it has been assigned one before), its network
and security capabilities, and a nessage ID which is used for the
further nessage exchange between the new devi ce and aggregat or

If the device is already assigned a symmetric key, it can use the
symretric key to communicate with the LSG (the I D can be
transmitted in clear or by using a pseudonym[17]) to facilitate
quick identification by the LSG If the device can use the PKI, a
symretric key can al so be generated. After the aggregator

recei ves the AssoReq fromthe new device, it will request the LSG
nanm ng service to issue a local LID for this new device. The
aggregator shall send an Association Reply (AssoRep) nessage to

t he new devi ce, which includes the nmessage ID copied fromthe
previ ous AssoReq nessage fromthe new device to indicate this
association reply is for this new device, the selected

aut henti cati on nmethod according to the new device security
capabilities, the assigned LID. The AssoRep is sent to the new
device via a specific nulticast group (as the new devi ce does not
have a routable ID yet at this noment). The LIDis a short ID
unique in the local 10T domain, and is used for the routing
purpose in the |local domain. This specification will not limt
the format of the LID and the nmethod to generate a LID. If

aut hentication is not required, the device discovery is conpleted
and the device can comunicate with the aggregator using the LID.
If the Authentication is required, this LID is blocked by the
aggregator from passing general data traffic between two devices
until the authentication transaction conpletes successfully with
the | ocal authentication service. The unauthenticated LID can
only send traffic to the authentication service. The aggregator
forwards the traffic between the device and the local AS. The
aggregator may al so inplenent the policy to regul ate the anmount of
traffic to be sent by an unauthenticated LIDto nmitigate the DoS
attack. |If the authentication is required, the follow ng steps
shal | be perfornmed

Mut ual Aut hentication: The nutual authentication allows only

aut hori zed device to register and use the network, and to provide
the device with assurance that it is comunicating with a
legitimate network. |If the authentication is required in the
AssoRep, the device shall send a Authentication Request (AuReq)
message to the aggregator using the sel ected authentication

met hod. The AuReq is signed with the pre-|oaded SMK{device} for
aut hentication. The aggregator forwards the AuReq to the |oca
AS. The local AS performs authentication locally or contacts a
third-party AS according to the authentication method. If the
aut hentication is successful, the |local AS generates a naster
symretric key SMK{device, aggregator} for the conmunications

bet ween the device and the aggregator. |t sends Authentication
Reply (AuRep) w th master SMK{device, aggregator} to the device
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via the aggregator. The master SMK{device, aggregator} is
protected with the pre-loaded SMK{device}. The | ocal AS also sends
a copy of master SMK{device, aggregator} to the aggregator through
the secure connection between the |ocal AS and the aggregator

This sane approach will work equally well in the NDN architecture
as wel | .

0 Key generation and distribution: Once the master SMK{devi ce,
aggregator} is placed on the device and aggregator, the session
keys (AKs) and group keys (GIKs) are generated and placed on the
device and the aggregator for unicast and nulticast
communi cati ons, respectively, using the master SMK{devi ce,
aggregator}.

0 Protected Data Transfer: The session keys (AKa and AKe) are used
for message integrity and data confidentiality, respectively,
whi ch can be renewed periodically. The renewal can happen using
key generation functions with the shared secrets and sone nonces
used for generating the new session keys [10].

The ot her case is when devices have sufficient resources to run
asymetric keys. That is, the device is pre-loaded with a
manufacture ID, a pair of public/private keys (PK {device},

SK {device}) and a certificate which binds the device identity and
public key. 1In this case, we also go through the above three steps,
with the only difference being in the second step which is Mitua

Aut hentication. To illustrate it using M- as the architecture, in
this case, the AuReq nessage shall include the device certificate and
a nmessage aut hentication code signed by the device private key

SK {device}. The local AS will authenticate the device once receiving
the AuReq. If the authentication succeeds, then the |ocal AS wll
send the naster SMK{device, aggregator} along with its certificate in
AuRep. AuRep contains a MAC signed by the local AS private key. The
mat er SMK{devi ce, aggregator} is encrypted using the device public
key PK {device}. SMK{device, aggregator} will be used for generation
of AKs to ensure the integrity and confidentiality of future data
exchange between the device and the aggregator

4.3. Nam ng Service

The objective of the naming service is to assure that either the
device or the service itself is authenticated, attenpting to prevent
sybil (or spoofing) attack [18] and that the assigned nane closely
binds to the device (or service). Naming service assigns and

aut henti cates ES and device nanes. An effective nanming service
shoul d be secure, persistent, and able to support a |arge nunber of
appl i cation agnostic nanes.
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Tradi tional 10T systens use | P addresses as names, which are insecure
and non-persistent. |P addresses also have relatively poor
scalability, due to their fixed structure. Instead, |ICN separates
nanes fromlocators, and assigns uni que and persistent nanes to each
ES, which satisfies the above requirenents.

If a device needs a global unique nane/ID, but does not have one, it
may request the nanming service to obtain one after it is

aut henticated. Alternatively, the IoT domain (LSG or aggregator) may
deternmine ID (nane) for an authenticated device is required based on
the policy. The proposed naming process works as follows. After a
devi ce has been authenticated, it may request an I D fromthe nam ng
service (or the aggregator, if it can give the device a locally

uni que nanme). It sends a ID request (IDReq) to the nami ng service or
aggregator. |If the aggregator can accept request to give a unique
name to the device, it will do that. For instance, in NDN the device
can create content within the aggregator’s nanmespace. |f the
aggregator cannot then it can serve as the devices’ proxy and sends
the IDReq to the naming service at the LSG  The nami ng service
assigns a IDto the device, which can be self-certified or a URl

The nani ng service also generates a certificate, binding the 1D
public key with the devices’ manufacture |ID or hunman-readabl e nane.
The LSG sends the ID reply (I DRep) nessage to the aggregator that
sends the IDRep to the device. The IDRep includes the ID certificate
and the corresponding private key. The private key is encrypted and
the entire nessage is integrity-protected with AK {device} when the
message is delivered to the device. Alternatively, if the LSG
determ nes that an authenticated device requires an | D when the
aggregator registers this device, it will contact the nam ng service
to generate the ID, certificate, and corresponding private key for
the device. It sends the IDinformation to the device. |If the

devi ce already has a pre-loaded public key, the nami ng service may
use this pre-loaded public key as the device's |ID.

The LSG nmintains the mappi ng between every devices’ LID and the |D.
When the LSG receives a nessage fromthe external network that is
intended for a device within the domain, the LSGw Il translate the
destination devices’ ID (which is included in the message) to its LID
and then route the nessage to the device using its LID. Simlarly,
when the LSG receives a nessage fromwithin the domain, it wll

repl ace the source devices’ LIDwth its ID and then forward the
message to the next-hop router. Such a nmechani smcan ensure gl oba
reachability of any 10T device as well as energy efficiency for
resour ce- constrai ned devi ces.

Finally, we note that the sane nami ng nmechani smcan be used to nane
hi gher-1 evel 10T devices such as aggregators and LSGs.
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4.4. Service Discovery

Servi ce discovery intends to learn |oT services that are hosted by
one aggregator by its neighbor aggregators. The aggregators
thensel ves | earn service capability of the devices during the device
di scovery process or separately after authenticating (or during or
after naming) them The requirenents for any di scovery nechani sm

i ncl udes | ow protocol overhead (including low | atency and | ow contro
message count), and di scovery accuracy.

In today’'s |IoT platforns, ESs, aggregators and LSGs are connected via
I P multicast, which involves conplicated group nanagenment and

mul ticast name to IP translation service. Milticast, however, is
greatly sinmplified in ICN as nost |ICN architectures have natura
support for multicast.

Service discovery is widely accepted as an essential elenent in
pervasi ve conputing environments. Mny research activities on
service discovery has been conducted, but privacy has often been
ignored. Wiile it is essential that legitimte users can di scover
the services for which they have the proper credentials, it is also
necessary that services were hidden fromillegitimte users. Since
service information, service provider’s information, service
requests, and credentials to access services via service discovery
protocols could be sensitive, it is inportant to keep them private.
In [8], the authors present a user-centric nodel, called Prudent
Exposure, as an approach designed for exposing mninmal information
privately, securely, and automatically for both service providers and
users of service discovery protocols.

Bel ow, we expl ain how service discovery is inplemented. The key to
service discovery is to expose aggregator’s services to its nei ghbor
aggregators. How this is inplenmented differs in NDN and M

In NDN, the follow ng procedures are perforned: 1) The source
aggregat or broadcasts an interest using the well-known name

| areal servi cenane/certificate, which will eventually reach the
destination aggregator. NDN s Interest/Data nechanisns allows only
one response for each Interest sent while discovery may require to
learn multiple entities. Efficient discovery can be realized using
exclusion via Selectors in the protocol or as an overlay protocol

[7]; 2) The destination aggregator that hosts the service checks the
certificate and registers the source Aggregator if there is a matched
service. It replies with an acknow edgnent containing certificate to
t he source aggregator

As an exanple of an NDN smart hone, a thernpstat expresses a request
to di scover a AC service using well-known nanme /hone/ac/certificate
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vi a broadcast channel. In M- case, a multicast group GUI D 1234 can
be assigned to all home appliance |10T service. The thernostat sends
the request containing the service nane and certificate to 1234. In

bot h cases, the AC hosting this service replies with acknow edgnent
if all conditions match.

As regards to secure nulticast service request, it is possible to use
the following solution in M. In fact, especially in MF | 0T, secured
group GUID can be utilized, which may be owned by multiple hosts,
hence conventional public/private key schene may not be suitable for
this case. For secure service discovery, a secured nane needs to
assigned to the service host. As an alternative, group key
managenent protocol (GKWMP) [31] can be adopted to resolve the issue
above -- A nanming service residing at LSG or 10T server (dependi ng on
application scope) generates a group public key that is used as group
QU D for a service, then this group public/private keys pair is
assigned to each Aggregator that hosts this service. The service
hosti ng Aggregator in the group then listen on this group GU D, and
use the group private key to decrypt the incoming discovery nmessage.
Finally, we note that this formof secure service discovery is
difficult for NDN because of the use of self-certified names by M

4.5, Context Processing and Storage

In order to facilitate context-aware communication and data
retrieval, we need to support context processing in the |oT system
The objective of context processing is to expose the ES s | ow1|eve
context infornmation to upstream aggregators and LSGs, as well as to
resol ve the application’s high-level context requirenents using

| ower-1level ES contexts. The context processing service usually runs
on both aggregators and LSGs.

Cont ext processing requires the underlying network to be able to
support in-network conputing at both application and network | evels.
I CN supports in-networking conputing (e.g. using naned functions [ 14]
and conputing layer in MF) and caching, which thus offers unique
advant ages conpared to traditional |IP network where the support for

i n-network computing and caching is poor.

Application |l evel contexts differ fromapplication to application

and therefore, we need to provide a set of basic nechanisns to
support efficient context processing. Firstly, the network needs to
define a basic set of contextual attributes for devices (including
ESs, aggregators, and LSGs), including device-level attributes (such
as location, data type, battery level, multiple interfaces, available
cache size, etc), network-level attributes (such as |ICN nanes ,

| atency per interface, packet loss rates, etc.), and service-leve
attributes (such as max, min, average, etc.).
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Secondly, we need to have neans to expose ES/ aggregator/LSG
contextual attributes to the rest of the system through centralized
nam ng resol ution service or distributed routing protocols.

Thirdly, the |oT server needs to allow applications (either producers
or consuners) to specify their contextual requirenments. Fourthly,
the unconstrained part of ICN-10T needs to be able to map the higher-
| evel application-specific contextual requirenents to | ower-I|eve

devi ce-level, network-level , and service-|evel contextua

i nformation.

Once the contextual requirements and the correspondi ng mappi ngs are
in place, then in-network caching can be | everaged to optimni ze

overall network performance and system QS. In an 10T network,
cached data can be used to perform data aggregation, in-network
processing, and qui ck turnaround for answering queries. |n-network

caching can also be used to store data that nmay be rel evant to nany
nodes and has tenporal popularity in a region, and the processed data
to serve the users. The contextual requirenments can hel p define in-
networ k processing. This goes beyond the traditional way of
aggregators doing the data gathering, processing, and reduction, but
al so noving conputation to the data (also terned network functions).
Net work functions in essence serves to nove the conputation into the
network for it to happen where the context and the information is
avail able, with the results returned to the requester. In an ICN-I0T
these functionalities can be easily incorporated at scale. A good
use case for both in-network caching and processing is that of an |IoT
net wor k of cameras working together to gather a conplete field-of-
view (FoV) of an area and transmit it for aggregation at the
aggregator (may be inplenented in the pub/sub nodel). A user could
fire a query that involves processing on the gathered fiel d-of-views
at the aggregator (or some other node storing the FOV-data) to answer
the query.

I n-networ k processing can be inplenented at the network |evel and
application level. For exanple, a user nmay request the infornmation
regardi ng the maxi num car speed in an area. Wth the network-Ieve

i mpl ement ation, the user issues a request with a function expression
[ max(/ areal carspeed)[14]. The network returns the user the computed
results. This result can be obtained in two steps (a)nane
mani pul ati on and orchestration of conputation, an aggregator or LSG
wi Il check whether it already has the cached result for /nmax(/areal
carspeed). If not, it will analyze the function expression, retrieve
the function /max and the data /areal/carspeed, and conpute the
result, or forward the request to another node for execution (b)
Actual function execution for conputation and data processing, that
is, calculate /nax(/area/carspeed). Alternatively, a user nay issue
a request /carspeed_service{max_car_speed in the area}[22]. The
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request is sent to a car_speed service application. The car speed
service processes application-level request, i.e. max_car_speed in
the area. Wth the former approach, the data processing and result
retrieval may be nore efficient. However, the network, that is, the
aggregators and LSGs should have a runtine execution environment at
the network layer to understand and process the function expression
logic. The later approach is sinple and robust because the nore
compl ex function execution can be perforned at the application |ayer
usi ng dedi cated virtual rmachines.

4.6. Publish-Subscri be Managenent

Dat a Publish/ Subscri be (Pub/Sub) is an inmportant function for |ICN
IoT, and is responsible for IoT information resource sharing and
managenent. The objective of pub/sub systemis to provide
centralized nenbershi p managenent service. Efficient pub/sub
managenent poses two main requirenents to the underlying system high
data availability and | ow network bandwi dth consunpti on.

In conventional |IP network, nost of the |oT platforms provide a
centralized server to aggregate all 10T service and data. Wile this
centralized architecture ensures high availability, it scales poorly
and has hi gh bandwi dt h consunpti on due to high volune of control/data
exchange, and poor support of nulticast.

Next we consider two decentralized pub/sub nodels. The first one is
the Rendezvous node that is commonly used for today’s pub/sub
servers, and the second one involves Data-Control separation that is
uni que to I CN networks where the control nessages are handl ed by the
centralized 10T server and the data nessages are handl ed by the
underlying I CN network. Conpared to the popul ar Rendezvous node
where both control and data nessages both neet at the centralized
server, separating data and control messages can greatly inprove the
scalability of the entire system which is enabled by the ICN

net wor k.

In today's | P network, Rendezvous node is the classic pub/sub schene
in which data and requests nmeet at an internediate node. |In this
case the role of the 10T server is only required to authenticate the
consuners and providing it Rendezvous service |ID

While NDN is a Pull-based architecture that inherently does not
support the Pub/Sub node naturally, there are a couple of approaches
proposed to create a pub/sub nodel on top of NDN: namely COPSS [ 19]
and persistent interests. COPSS integrates a push based nulticast
feature with the pull based NDN architecture at the network |ayer by
i ntroduci ng Rendezvous Node(RN). RN is a network |ayer |ogica
entity that resides in a subset of NDN nodes. The publisher first
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forwards a Content Descriptor (CD) as a snapshot to the RN. RN

mai ntai ns a subscription table, and receives the subscription nessage
from subscriber. The data publisher just sends the content using
Publ i sh packet by looking up FIB instead of PIT. If the sane content
prefix is requested by nultiple subscribers, RNw Il deliver one copy
of content downstream which reduces the bandw dth consunption
substantial ly.

Conpared with the Rendezvous node in which data plane and contro

pl ane both reside on the sane ICN network | ayer, we consider an
architecture where the control nessage is handled by the centralized
server while data is handled by ICN network layer. Follow ng the
nam ng process nentioned above, the LSG has the I CN nane for the

| ocal resource which is available for publishing on IoT server. 10T
server maintains the subscription nmenbership, and receives
subscription requests from subscribers. Since the subscribers has no
know edge about the number of resource providers and their identities
in a dynamc scenario, 10T server has to take responsibility of
groupi ng and assi gni ng group name for the resource.

M- t akes advantage of Group-GUID to identify a service provided by
multiple resources. This Goup-GU D w Il be distributed to the
subscriber as well as the publisher. 1In an exanple of NDN, it uses
the conmon prefix/honme/nonitoring/ to identify a group of resource
that provides nultiple nmonitoring services such as /hone/ nonitoring/
tenperature and /hone/nmonitoring/light. The subscriber retrieves the
prefix fromthe 10T server, and sends Interest toward the resource.
In a M- exanple, QU D-x identifies the "hone nonitoring" service that
conbines with "light status" and "tenperature". The resource
producers, i.e. the host of "tenperature" and the host of "light
status" are notified that their services belong to GU D x, then
listen on GU D-x. The subscriber sends the request containing GU D x
through nulticasting which ultimtely reach the producers at the |ast
common node. Once receiving the request, the resource producer

uni casts the data to the subscriber. |In addition, if nultiple
resource consumers subscribe to the sane resource, the idea of G oup-
QU D can be reused to group the consunmers to further save bandw dth
using mul ticast.

Anot her approach to extend the NDN architecture to enabl e pub/sub is
for the subscriber(s) to send Interests that are identified as |ong-
terminterests [11]. The Interests do not expire fromthe PIT of the
intermedi ate forwarding routers on the path fromthe publisher to the
subscribers. Each tinme the publisher creates a new content, it
publishes it into the network, the content reaches each subscri ber

al ong the reverse-path fromthe producer based on the faces stored in
the PIT entry. However, the Interest is not renoved fromthe PIT
entry. This allows the creation of a nulticast tree rooted at the
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publi sher, reaching every subscriber and enabl es the pushing of
content fromthe publisher to the subscribers as needed.

Wth a pub/sub framework, inportant considerations should be given
towards user registration and content distribution

User Registration: A user, who wants to access/subscribe to a
service, has to performthe registration operation by sending

i nformati on that depends on the specific application domain to the

| oT server. The information can be secured with the help of the PK
infrastructure. Upon successful registration the |0oT server securely
transmits an identifier, a user signature key SK {user} (to be used
to sign nessages), a user encryption key EK {user} (to comunicate
data confidentially), and an access password to the user in an
encrypted message. Upon reception of the nessage, the user accesses
the systemto nodify his/her password (function changePassword).
Wth respect to existing secure application-layer solutions, a
further benefit of the presented approach is the introduction of a
second | evel of security, represented by the use of a tenporary
password (i medi ately replaced) and a couple of keys (signature

SK {user} and encryption EK {user}), which is well suited for the
het er ogeneous and distributed |oT environnent.

Content Distribution: In literature, there are some solutions able to
guarantee content security [9] [15][12]. |In fact, the work presented
in[9] [12] aims to ensure a high availability of the cached data
only to legitimate users. The authors design a security framework
for ICN able to deliver trusted content securely and efficiently to

| egitimate users/subscribers. They assune that the content is
encrypted by the content provider, either at the servers or in the
content distribution network (if it is trusted), by nmeans of a
popul ar synmetric key encryption algorithm A group of contents may
be encrypted using the broadcast encryption key, which only
legitimate users can decrypt. The goal is to ensure that the
encrypted content cannot be used by an entity that is not a
legitimate user/custonmer. The authors achieve this goal by
guaranteeing that only a legitimte user can obtain the symetric key
to decrypt the content, whereas a fake or a revoked user cannot. In
this way, the framework does not require any user authentication, for
exanpl e by an online server, each tinme a content is requested.
Instead, Zhang et al. in [15] consider trust and security as built-in
properties for future Internet architecture. Leveraging the concept
of named content in recently proposed information centric network,
the aut hors proposed a name-based trust and security protection
mechanism Their schene is built with identity-based cryptography
(I1BC), where the identity of a user or device can act as a public key
string. Uniquely, in naned content network such as content-centric
network (CCN), a content nane or its prefixes can be used as a public
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identity, with which content integrity and authenticity can be

achi eved by neans of IBC algorithnms. The trust of a content is

seam essly integrated with the verification of the content’s
integrity and authenticity with its nane or prefix, instead of the
public key certificate of its publisher. |In addition, flexible
confidentiality protection is enabled between content publishers and
consuners. For scal abl e depl oynment purpose, they further propose to
use a hybrid schene conmbined with traditional public-key
infrastructure (PKI) and IBC. Keeping in mnd the avail able
solutions, in our proposed nethod, the device sends to the aggregator
its ICN nane, its ID encrypted with its signature key SK {device} and
the data encrypted with its own action key AK {device}, in order to
guarantee confidentiality and integrity. The action key AK {device}
has been distributed during the device discovery (see Section Device
di scovery). The aggregator is able to decrypt the data using the
correspondi ng action key AK {device}, stored with the device ID, the
signature key SK {device} and the device |ICN nane obtai ned during the
nane service (see Section Nane service), in particular the aggregator
uses the device nanme for identifying the related action key

AK {device} (function contentDecryption). Note that the data are
encrypted only if it is required by the application domain (i.e.

some contexts may not have any security requirenents - in this case
the function contentDecryption is not applied). As regards the
content delivery towards a user who subscribes to a service, the I CN
| oT server transnits to the user the data encrypted with the user
action key AK {user} in order to guarantee security and privacy, if
it is a requirenent of the application domain. The user decrypts the
recei ved data using his/her action key AK {user}(function

content Decryption). |In such a situation, the services are treated as
mul ti pl e-uni cast ones, since the aggregator has to use different keys
for different devices. In order to address a multicast approach, a

group signature key system may be adopted, as in M- approach
4.7. Security

This spans across all the middleware functions. Generally speaking,
the security objective is to assure that the device that connects to
the network should be authenticated, the provided services are

aut henticated and the data generated (through sensing or actuating)
by both devices and services can be authenticated and kept privacy
(if needed). To be specific, we consider the approach to secure

devi ce di scovery, nanming service and service discovery, because other
servi ces, such as pub/sub nanagenent and context processing and
storage, can be properly secured according to application-specific
denmands.
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5. Support to heterogeneous core networks
5.1. Interoperability with IP | egacy network

Interoperability between the I P | egacy network and I CN networks is an
i nportant property that the niddl eware nust meet in order to ensure
the co-existence and gradual mgration fromthe today |P-based
technol ogi es and protocols. This could provide a market strength to
the depl oynment of the ICN technologies. To this end, the Internanes
architecture [21][22] provides an enbedded capability to nmanage
different network domains (or realns), and to support |egacy web
applications and services. 1In this sense, a crucial role is played
by the Name Resol ution Service (NRS), whose functionalities can
decoupl e names from network | ocators as function of
time/location/context/service, and provide ICN functionalities in IP
networks. By integrating these functionalities on appropriated nodes
a distributed database is created to ease internet-working anong

het er ogeneous protocol stacks in the core network

5.2. Nanmed protocol bridge

In an het erogeneous network, conposed of different |ICN networks and
| egacy | P-based networks, interoperability can be pursued, thanks to
the name-to-name primtives. To this end, a name-based protoco
bridge could be deployed at different points of the heterogeneous
core network so as to provide bridging functionalities at the border
of different adm nistered network domains. |In order to correctly
forward the nessage through the network, the NRS node could aid the
nane- based protocol bridge providing inter-donain routing
functionalities.

5.3. Inter-donmai n Managenent

I n heterogeneous networks the |oT server has to strictly cooperate
with the NRS nodes in the core network in order to build a virtua
network topology to efficiently support Req/Res and Pub/ Sub
functionalities. The 10T Server could provide the nanes of the
internal resources to the NRS, so that when the internal network
changes, hence the connectivity to the resources. This ensures that
the NRS dat abase is al ways synchroni zed and updated with every |oT
subsystens. | n order to support Req/Res and Pub/Sub services
managenent efficiently in an heterogeneous core network, the |oT
Servers of the different administered dormai ns have to strictly
cooperate with the NRS nodes in the core network. This is to provide
internal information of their own adm nistered domain, such as the
names and or the locators of the internal resources. Wen the

i nternal network changes, the status of the resources are synced in
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order to maintain an accurate database of the virtual network
t opol ogy vi ew conprising of various |oT subsystens.

6. Informative References

[1] Zhang, Y., Raychadhuri, D., Gieco, L., Baccelli, E.,
Burke, J., Ravindran, R, Wang, G, Lindgren, A., Ahlgren
B., and O Schel en, "Design Considerations for Applying
ICN to IoT", draft-zhang-icnrg-icniot-01 (work in
progress), June 2017.

[2] Grassi, G, Pesavento, D., and G ovanni. Pau, "VANET via
Named Data Networking.", |EEE Conference on Conputer
Conmruni cati ons Wor kshops (1 NFOCOM VWKSHPS) , 2014.

[ 3] I CN based Architecture for 10T - Requirenents and
Chal l enges, ICN-10T., "https://tools.ietf.org/htm/draft-
zhang-icnrg-icniot-requirenents-01", |ETF/ | CNRG 2015

[ 4] Dong, L., Zhang, Y., and D. Raychaudhuri, "Enhance Content
Broadcast Efficiency in Routers with Integrated Caching."”
Proceedi ngs of the | EEE Synposi um on Conputers and
Conmuni cations (1SCC) , 2011.

[ 5] NSF FI A project, MbilityFirst.,
"http://ww. nets-fia.net/", 2010.

[ 6] NSF FI A project, NDN., "http://naned-data.net/", 2010

[7] Ravi ndran, R, Biswas, T., Zhang, X., Chakrabort, A, and
G Wang, "Information-centric Networking based Honenet",

ACM Sigcomm 2013.

[ 8] Feng, Z., Mutka, M, and L. N, "Prudent Exposure: A
private and user-centric service discovery protocol"
Pervasi ve Conputing and Communi cati ons, 2004, Proceedi ngs
of the Second | EEE Annual Conference on. | EEE, 2004.

[9] Msra, S., Tourani, R, and N. Majd, "Secure content
delivery in information-centric networks: design
i npl ementation, and anal yses", Proceedings of the 3rd ACM
S| GCOWM wor kshop on I nformation-centric networking. ACM
2013.

[10] Mck, T., Msra, S., and R Tourani, "LASeR Lightweight
aut hentication and secured routing for NDN IoT in snart
cities", arXiv:1703.08453v1l (in subnmission in |EEE |IoT
Journal).

Zhang, et al. Expi res January 17, 2018 [ Page 24]



Internet-Draft I CN based Architecture for |oT July 2017

[11] Tourani, R, Msra, S., Mck, T., and S. Biswal, "iCenS
An information-centric smart grid network architecture”
In I EEE I nternational Conference on Smart Gid
Conmuni cations (SmartGri dComm), pp. 417-422, 2016

[12] Msra, S., Tourani, R, Mck, T., Brahma, T., Biswal, S.
and D. Amene, "iCenS: An information-centric smart grid
network architecture", In | EEE International Conference on
Smart &id Communi cations (Smart Gi dConm), pp. 417-422
2016. .

[13] Liu, H, Eldaratt, F., Al gahtani, H, Reznik, A, De Foy,

X., and Y. Zhang, "Mbile Edge O oud System

Archi tectures, Challenges, and Approaches", |EEE Systens
Journal, pp. 1-14, DO : 10.1109/JSYST. 2017. 2654119, Dec.
2016. .

[ 14] Sifalakis, M, Kohler, B., Scherb, C., and C Tschudi n,
"An information centric network for conputing the
di stribution of conmputations”, In Proceedings of the 1st
ACM I nternational conference on Information-Centric
Net wor ki ng, pp. 137-146, 2014..

[15] Zhang, X., "Towards nane-based trust and security for
content-centric network", Network Protocols (ICNP), 2011
19th | EEE International Conference on. |EEE, 2011

[16] Ni kander, P., @urtov, A, and T. Henderson, "Host identity
protocol (H P): Connectivity, nobility, multi-hom ng,
security, and privacy over |Pv4 and | Pv6 networks", |EEE
Communi cati ons Surveys and Tutorials, pp: 186-204, 2010.

[17] Msra, S. and G Xue, "Efficient anonymity schenes for
clustered wirel ess sensor networks", International Journa
of Sensor Networks, volune 1, nunber 1/2, pp: 50-63, 2006

[ 18] Newsone, J., Shi, E., Song, DX, and A Perrig, "The sybi
attack in sensor networks: analysis and defenses", |EEE,
| PSN, 2004.

[19] Jiachen, C., Mayutan, A, Lei, J., Xiaoming, Fu., and KK

Ramakri shnan, "COPSS. An efficient content oriented
publ i sh/ subscri be systeni, ACM | EEE ANCS, 2011

[ 20] Marica, A, Campolo, C., and A Mdlinaro, "Milti-source

data retrieval in 10T via named data networking", ACM I CN
Si ggcomm  2014.

Zhang, et al. Expi res January 17, 2018 [ Page 25]



Internet-Draft I CN based Architecture for |oT July 2017

[ 21] Bl efari-Mel azzi, A, Mayutan, A, Detti, A, and KK
Ramakri shnan, "Internames: a nane-tonane principle for the
future Internet”, Proc. of International Wrkshop on
Quality, Reliability, and Security in Information-Centric
Net working (QI1CN), 2014.

[22] Piro, G, Signorello, S., Palatella, M, Gieco, L.,
Boggia, G, and T. Engel, "Understanding the Social inpact
of ICN: between nyth and reality”, Al Society: Journal of
Know edge, Cul ture and Communication, Springer, pp. 1-9,
2016.

[ 23] Nel son, S., Bhanage, G, and D. Raychaudhuri, ""GSTAR
general i zed storage-aware routing for nobilityfirst in the
future nobile internet”, Proceedings of the sixth
i nternational workshop on Mobi Arch, pp. 19--24, 2011.

Aut hors’ Addr esses

Pr of . Yanyong Zhang
W NLAB, Rutgers University

671, U S 1
North Brunswi ck, NJ 08902
USA

Emai | : yyzhang@ nl ab. rut gers. edu

Prof. D pankar Raychadhuri
W NLAB, Rutgers University

671, U S 1

North Brunswi ck, NJ 08902
USA

Enmai | : ray@i nl ab. rut gers. edu

Prof. Luigi Alfredo Gieco
Politecnico di Bari (DEl)

671, U S 1

Via Orabona 4, Bari 70125
Italy

Email: alfredo.grieco@oliba.it

Zhang, et al. Expi res January 17, 2018 [ Page 26]



Internet-Draft I CN based Architecture for |oT July 2017

Sicari Sabrina

Uni versita degli studi dell Insubria
Via Mazzini 5

Varese, VA 21100

Italy
Emmi | : sabrina.sicari @mninsubria.it
Hang Liu

The Catholic University of Anmerica
620 M chigan Ave., N E

Washi ngton, DC 20064

USA

Email : |iuh@ua. edu

Sat yaj ayant M sra

New Mexico State University
1780 E University Ave

Las Cruces, NM 88003

USA

Enmail: m sra@s. nnsu. edu

Ravi Ravi ndran

Huawei Technol ogi es
2330 Central Expressway
Santa Cara, CA 95050

USA
Emai |l : ravi.ravindran@uawei . com
G Q Wang

Huawei Technol ogi es
2330 Central Expressway
Santa Clara, CA 95050
USA

Emai | : gq. wang@uawei . com

Zhang, et al. Expi res January 17, 2018 [ Page 27]



