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Abstract

Thi s docunent describes the problens associated w th nei ghbor cache
managenent in constrained nmultihop networks and a sanpl e nei ghbor
managenent policy to deal with it.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nmay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on July 21, 2017
Copyright Notice

Copyright (c) 2017 |IETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these documents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of

Jadhav, et al. Expires July 21, 2017 [ Page 1]



Internet-Draft Nei ghbor Managenent Policy for 6LoWPAN January 2017

the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

Tabl e of Contents

1. Introduction . 2
1.1. Requirements Language and Ternlnology . 4
2.  Nei ghbor Managenent . 4
2.1. Significance of hblghbor nanagenent poI|cy 4
2.2. Trivial neighbor nanagenent policies 5
2.3. Lifecycle of a NCE . 6
2.3.1. NCE Insertion . 6
2.3.2. NCE Del etion 9
2.3.3. NCE Eviction .10
2.3.3.1. FEviction for d|rectly connected routlng entrles .10
2.3.4. NCE Reinforcenent . 11
2.4. Requirenments of a good nelghbor nanagenent pollcy . 11
2.5. Approaches to nei ghbor managenent pol|cy 11
2.5.1. Reactive Approach . .. .. 12
2.5.2. Proactive Approach e 12

3. Reservation based Nei ghbor Managenent Policy 13
3.1. Limtations of such a policy 14
4. Acknow edgenents 15
5. | ANA Consi derations . 15
6. Security Considerations . 15
7. References 15
7.1. Normative References 15
7.2. Informative References 15
Appendi x A.  Additional Stuff 16
Aut hors’ Addresses . 16

1. I nt roducti on

In a wireless nmulti hop network, the node densities (maxi mum nunber of
devi ces connected on a single hop) nmay vary significantly depending
upon depl oynent s/ scenarios. Wiile there is sone policy contro
possible with regards to the network size in terns of nmaxi mum nunber
of devices connected, it is especially difficult to set a figure on

what

wi | |

be the maxi num node density given a deployment. For e.g.

A network can put an upper limt on max 1000 devi ces but

it is

i mpossible to state what the node density will be in this 1000 node

net wor k.

A nei ghbor cache is used for popul ati ng nei ghbori ng one-hop connect ed
nodes information such as MAC address, link local |IP address and
other reachability state infornmation. Node density has direct

i mplications on the nei ghbor cache and in constrai ned network

scenario the size of the neighbor cache will be |imted.
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are chances that a node may not be able to fit all the neighboring
nodes in its cache in which case it has to prioritize entries and
t hus needs a nei ghbor managenent policy.

This draft presents problens related to nei ghbor managenent policies
by considering a security-enabled multi-hop 610 network. This
docunment considers RPL [ RFC6550] as a routing protocol and PANA ( EAP-
PANA) [ RFC5191] as a network access protocol. For RPL, both the
storing and non-storing node of operations are considered. W also
provi de a sanpl e nei ghbor nmanagenent policy which can be used in such
networks and its limtations. The aimof such a policy is to retain
set of neighbor cache entries with high quality |inks such that
routing adjacencies are stablized.
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Figure 1: Sanpl e Topol ogy
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1.1. Requirenents Language and Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

PaC (PANA dient): New joining node which is yet to be authenticated.

PRE (PANA Relay Elenment): An already authenticated and network joi ned
node which is willing to act as a relay elenent for PaCs to conplete
their authentication procedure on nulti-hop networks. [RFC6345]
describes the details of PRE

PAA (PANA Auth Agent): Auth server which hosts the credentials
dat abase. PaC wi |l handshake with PAA to conpl ete authentication
pr ocedur e.

Routing Child: A downstream node who is part of the routing table of
the parent. For e.g. in the sanple topology above N5 is the directly
connected routing child for N3. N6 and N7 are also part of N3
routing table, they are routing child nodes but not directly
connected. For N6 and N7 the docunent nmight alternatively use a term
grand- chi | d.

Routing Parent: In Figure 1, N1 and N2 are possible routing parents
for N3.

Nei ghbor Cache Entry (NCE): A neighbor entry managed on behal f of
directly connected peer

Thi s docunment al so uses terninol ogy described in [ RFC6550] and
[ RFC6775] .

2. Nei ghbor Managenent
2.1. Significance of Nei ghbor nmanagenent policy

Mul ti hop mesh networks present uni que chall enges to nei ghbor
managenent especially with resource constrai ned nodes. In cases
where the node density is higher that the nei ghbor cache size, the
entries have to be prioritized. [Wo_ et _al] and [Dawans_et _al] talk
about prioritization of neighbor entries by using link quality
estimation techniques. But prioritization alone nmay not necessarily
be optimal in all cases. The reason or function why nei ghbor entry
was added al so needs to be taken in consideration. For exanple,
evicting a routing direct child mght have a ripple effect in turn
impacting all the sub-childs as well.
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In case of key managenent protocols depl oyed above MAC | ayer in
mul ti hop network, the nei ghbor managenent kicks in early even before
the routing adjacencies are established. Since a new joining node
needs to discover/attach to a relay elenment for conpleting its

aut henti cati on procedure, the nei ghbor cache entries have to be
appropriately popul ated both on a PaC and on the PRE. |f a nei ghbor
entry whose authentication is in progress is evicted, it wll
negatively inpact the authentication procedure.

Anot her inportant consideration is that with increased node density,
the prioritization based on link estinmation paraneters mght not help

since there night be nore well connected peers. |In dense deploynents
the nunber of directly attached nei ghbors with good quality Iinks
m ght still be higher than the max entries in nei ghbor cache size.

2.2. Trivial neighbor nanagenent policies

This section investigates policies which are used by nost of the
current operating systems for constrained nodes. VWhile such policies
are trivial to inplement they may not be able to deal with the
constrai ned network scenario. Note that such policies can still be
used if it is known apriori that the neighbor cache can hold entries
for maxi mum node density.

a. First Cone First Serve (FCFS) policy
b. Least Recently Used (LRU) policy

The primary distinction between these policies is howit treats a new
entry when the neighbor cache is full. |In case of FCFS policy, the
new entry is sinply rejected while with LRU, the new entry repl aces
the | east recently used entry.

RPL works by initiating a downstream nulticast DIO to establish
upstream network path. Subsequently DAO nessages might be sent by
the nodes to establish downstream paths to the nodes. Thus the
network is flooded with nmulticast DI O nmessages initially and
simlarly there are chances that the sanme node is ended up been
selected as a preferred parent by nost of the child nodes and thus
recei ves a DAO nessage fromall these child nodes. Note that once a
node establishes a parent entry or a routing entry on behalf of a
directly connected node then it has to also provision a nei ghbor
cache entry for it for subsequent unicast traffic.

In case of FCFS policy, a node m ght end up hosting all the nei ghbor

entries based on DI O or DAO nessages. Once the cache is full all the
subsequent attenpts to add an NCE will fail.
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In case of LRU policy, a node nmight end up churning | ot of neighbor
entries because once the cache gets full and there is a request for
new entry, it would result in evicting the |east recently used (but
active) entry. |If at later point of tine, there is a traffic for the
evicted entry then the old entry has to be reinstated using | Pv6 NDP
procedure. This would nean reinstating the entry by evicting another
| east recently used entry. |If the node density is very high, then
this churn woul d be substantially high to extent that it would

di srupt any routing adjacencies to be established in the network in a
stabl e way.

2.3. Lifecycle of a NCE
2.3.1. NCE Insertion

| Pv6 NDP [ RFC6775] defines signaling involved in resolving the |IPv6
addresses to its correspondi ng MAC addresses which gets populated in
t he nei ghbor cache. In case of constrained network, it is desired
that such control traffic is mnimzed and thus the nei ghbor cache
entries are popul ated as part of existing nmessaging. One exanple
woul d be when the node receives a DAO nmessage fromits imedi ate
child node, it not only makes an addition to the routing table but

al so creates a neighbor cache entry for the node. Thus it elimnates
need for additional | Pv6 NDP NS/ NA nessaging i nvolved to resolve MAC
address. Similar hueristic is used to add nei ghbor entries in other
cases as well. Section 10.3.2 of [RFC6775] describes update and

addi tion of such NCEs based on roting information packets.

Fol I owi ng are the possible signaling scenarios in which case a
nei ghbor entry nay get added.

Node Joi ni ng procedure: A new joinee node discovers a relay el enent
toinitiate its auth procedure. At the end of the discovery phase
the new j oi nee node woul d have known the link | ocal |IP address of the
relay elenment. The joinee node will send an unsecured-NS to the
relay element to solicit its NA  The PRE nay send a NA with the
suitabl e status code as defined in section 6.5.3 of [RFC6775].
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Figure 2: NCE creation between PaC and PRE during relay discovery
process

Rel ay el ement does not hold any state information on behalf of the
new j oi nee node except for its neighbor cache entry. Thus in the
Figure 1 the new joi nee node nay select node N3 as its PRE, in which
case N3 has to add a nei ghbor entry on behalf of the new joi nee node.

Post authentication the node enters into network di scovery phase.

The node selects one or nore of its neighboring peer as its preferred
parent based on the DI O received fromthese peers. Note that the
node’'s selected relay elenent and its preferred parent may not be
same. The preferred parent serves as a default router node to which
all its upstreamtraffic is directed. Thus an NCE on behal f of
preferred parent needs to be added. |In Figure 1 node N5 selects N3
as its preferred parent. N5 needs to add nei ghbor entry on behal f of
N3 which is its directly connected RPL preferred parent.

In case of RPL storing MOP (node of operation), the node may send a
DAO nessage containing its reachability information to its preferred
parent. The parent node in turn nmay pass this information upstream
to its parent by generating a DAO retaining the child node’s
reachability information, establishing a downstreamrouting path
towards the node who originated the DAO The preferred parent has to
mai ntai n a nei ghbor entry on behalf of the directly connected child
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node. For exanple, in the Figure 1, node N3 needs to maintain a

nei ghbor entry on behalf of N5 which is its directly connected child
node. Nodes N6 and N7 are grand-child nodes for node N3 for whom no
nei ghbor entry is required.

As mentioned in Section 10.3.2 of [RFC6775], the NCEs on parent and
child can be added directly as a result of RPL DI O DAO signalling
wi t hout any explicit NS/ NA nessagi ng.

RPL
New PRE Par ent PAA

I I I I

| | AuthProc | |

| <----------- D >|

I I I

[ | RPL-DIO | [

| <o | |

I I I I
addNCE( par ent , r eason=PARENT) | |
I I I

| | RPL-DAO | |

R REEEEEEEEEE >| |

I

I I
[ [ addNCE( new, r eason=CHI LD)
I I I I

Figure 3: NCE creation call Flow for RPL storing MOP

In case of non-storing MOP, the parent node needs to know t he gl oba

| Pv6 address of the immediate child nodes. This is needed since the
source routing header carries the global addresses and thus the NCE
of the child node should contain the global address. Secondly, the
RPL DAO is addressed directly to the root node in case of non-storing
node. Thus RPL nessagi ng cannot be used for creating NCE entries on
parent and child, unlike storing MOP. The child node nay send a
secure unicast NS with ARO option containing its global address to be
regi stered on the parent node. The child node can still use RPL DI O
to create an NCE on behal f of the parent node.
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RPL

New PRE Par ent Root
| | |
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| <-------e--- S| - >|
I I I
| | RPL-DIO | [
e | |
addNCE( par ent , r eason=PARENT) [ [
I I I I
| sec- NS(ARO=A obal | Pv6) | |
R A GEEEEEEEEEE >| |
I

Figure 4: NCE creation call Flow for non-storing MOP

Thi s docunent expects the nei ghbor managenent policy to renenber the
reason why the neighbor entry is inserted. Secondly, the router may
renmenber whether the NS received was secured or unsecured and
accordingly use it to prioritize eviction entries. As described in
the next sections, this reason will help the policy to prioritize the
entries in case an eviction is required.

2.3.2. NCE Del eti on

It is inperative that an unwanted nei ghbor entry be renpved as soon
as possible. This section tal ks about different cases in which
nei ghbor entry can be del et ed.

Route Invalidation: In case of storing MOP, when the child node
decides to switch its preferred parent, the RPL specifications allows
the node to send a no-path DAO nessage to invalidate the route al ong
the previous path(s). A directly connected parent node can use this
message to clear the NCE. Wile the entry can be inmediately
cleared, usually the inplenmentations choose to wait a small anount of
time before clearing the entry. This is to avoid any inpact on the
in-transit traffic. Thus this also establishes the inportance of
route invalidation to achieve optimn zed nei ghbor cache utilization
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In case of non-storing node, the no-path DAO cannot be not enpl oyed
since the previous parent does not having any routing information to
be invalidated. But the previous parent may still contain the NCE on
behal f of the child node. This docunent recommends use of [ RFC6775]
section 6.5.3. which allows sending a zero lifetime ARO option in NS
for deregistering the correspondi ng nei ghbor entry.

[ RFC6775], ND optimnzations for 6LOWPANs, section 5.5.3. tal ks about
deleting the entries in case the NUD (nei ghbor unreachability
detection) fails either due to no response to NS nessages or due to
failure response. NCEs in such cases should be deleted. An exanple
where NUD NS woul d fail because of no response is the case where the
child node switches its parent due to link unavailability. The
parent in such a case would not receive the no-path DAO nessage or
any other traffic fromthe child node. Thus on NCE lifetine expiry,
the parent node would send NS which would fail with no response, thus
triggering entry del etion.

2.3. 3. NCE Evi ction

The eviction rules have a major inmpact on the nei ghbor managenent
policy. Eviction rules are used when the policy has to forcibly
renove an active nei ghbor entry fromthe cache to nake space for the
new (hopefully higher priority) entry. The eviction policy may take
into account several considerations such as the reason why the entry
was made, is the entry in active use currently, how good (for e.g.
based on link estimation) the entry currently is.

2.3.3.1. Eviction for directly connected routing entries

This section tal ks about inplications of an eviction in which a
parent node decides of evicting a directly connected routing child
NCE. 1In the sanple topology Figure 1, lets assume N3 needs to evict
N5 fromits nei ghbor cache. 1n case of RPL's storing MOP, eviction
of directly connected routing child NCE al so has inpact on all the
sub-children. Thus not only will it result in inmpacting N5 but also
nodes N6 and N7. It is inportant to note that such an eviction has

| ess inmpact on RPL’s non-storing MOP i.e. in case of non-storing node
N5 might end up selecting alternate parent N8 and does not result in
any additional control overhead for node N6 and N7.

Thus RPL’s non-storing MOP provides additional eviction flexibility

for a neighbor managenent policy in ternms evicting directly connected
child entries.
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2.3.4. NCE Rei nforcenent

It is expected that the latest reachability state and netric
information be maintained in context to the NCEE Wth wirel ess

net wor ks, the nei ghbor cache entries prioritization nay change over a
period of time especially the link quality estinmation paraneters or
the routing nmetrics. Reinforcenment refers to updating the paraneters
in context to the NCEs which helps in prioritizing the entries when
it comes to handling eviction. |In wireless networks, on reception of
i ncom ng packet, the receiver node’'s physical and MAC | ayer may
derive certain signal reception paraneters (such as RSSI, LQ) which
can be considered for reinforcement purpose if the corresponding
transmtter/source entry in nei ghbor cache is found. It should be
noted that the signal quality parameters may have high variance in
6l o networks and thus statistical techniques (such as wei ghted
averagi ng) are usually enployed for deciding about a link quality
over a period of tine. Reinforcenent can be achi eved using one or
nore of the follow ng techniques:

Passive Monitoring: Reinforcing the quality paraneters using packets
received fromthe source. Trickled D O periodic beacons,
application traffic etc can be used for such nonitoring.

Active Probing: A node may sel ect subset of entries for active
probi ng wherein it sends a nmessage to the neighbor entry’s target
and can expect a response nessage back. An exanple of such
probing is [CONTIKI] where unicast DISis sent to solicit a
uni cast DIO wi thout inpacting the trickle timers. Though it adds
a control overhead on the link, periodic probing can help to
ascertain connectivity in the absence of any other traffic from
t he nei ghbori ng node.

2.4. Requirements of a good nei ghbor managenent policy

2

Route Stability: Stable NCEs will result in stable routing
adj acencies. Thus it is inportant to avoid unnecessary NCE churn
for routing path stability.

Control overhead: A neighbor managenent policy may have to use
signalling nessages for policy handling (such as rejection of
NCE). It is required that such overhead be kept as | ow as
possi bl e.

5. Approaches to nei ghbor managenent policy
Nei ghbor nmanagenent policy depends upon the nei ghbor cache space

availability and the sanme can be advertised proactively or can be
handl ed reactively.
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2.5.1. Reactive Approach

In this approach, the nodes select their RPL parent or the relay

el ement purely based on link netrics and subsequently when they try
to allocate their NCE in the target node, it nay fail due to
unavail ability of the cache space. The failure can be conmmuni cated
dependi ng upon the signaling involved:

NS failure: Section 6.5.3 of [RFC6775] defines a procedure for NS
failure handling in case the router’s neighbor cache is full. It
results in a unicast NA with ARO status field set to two.

DAO NACK: Section 9.3 of RPL [RFC6550] specifies on how can the
parent node react to DAGCs fromchild. 1In case the parent could
not make a NCE on behal f of the child node, a negative ACK with
status (between 127-255) should be sent to the child node. The
natural reaction of the child node would be to switch to an
al ternate parent.

PANA Failure: PaC s auth session starts with a PaC di scovering a
PRE. The discovery procedure is not standardi zed and can be based
upon various factors including signal strength of discovery
messages from PRE. Post discovery, the PaC needs to send an
unsecured uni cast NS nmessage with an ARO containings its |ink-

I ocal | Pv6 address. NS helps to determ ne whether the PRE can
all ocate an NCE for the PaC. PRE accordingly sends a NA response
with appropriate status field.

2.5.2. Proactive Approach

Nei ghbor cache availability could be proactively advertised by the
parent nodes in the Dl O nessages and in the PRE discovery nessages.
A child RPL node may additionally use this information from DI O as
part of parent selection process. |In case of new joi nee node, the
node may use PRE di scovery nessages with space availability
information to select an appropriate PRE. Proactive signaling of
nei ghbor cache space availability will help the nodes to select the
parent node or relay node such that the failure signaling due to
cache full event can be reduced.

Currently there is no standard way of signaling such nei ghbor cache
space availability information. RPL's DI O messages carry netric

i nformati on and can be augnented wi th nei ghbor cache space as an
additional nmetric. |In case of PRE discovery however there is no
standard way of defining this information since the PRE di scovery
procedure itself is not standardized.
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In a wirel ess or shared bus network, a nulticast DIO netric

adverti senent may reach several child nodes eventually everyone
respondi ng by selecting the sane parent node causi ng nei ghbor cache
to be exhausted. Thus the failure handling approaches defined in the
Reacti ve Approach section applies here as well. But inportantly the
failure signaling will be significantly reduced because of proactive
adverti senment.

3. Reservation based Nei ghbor Managenent Policy
This section defines a sanple nei ghbor managenent policy, with the
primary objective to reduce NCE churn and to ensure stability of

routing adjacencies. The schenme uses a reservation based policy to
reserve NCEs for:

Rout i ng Parent

| | | |
| Routing child | MAX_ROUTING CHI LD NCE_ NUM | CH LD |
I I I I
| O hers such as pre-auth | MAX_OTHER NCE_NUM | OTHER |
| sessi ons | | |
o o F +

Tabl e 1: Nei ghbor Cache Entry reservation

Note that reservation policy depends upon identification of the
reason behind making an NCE . In case of pre-auth sessions, the
corresponding NCE is created based on the unsecured NS/NA. |n case
of storing MOP, CHI LD ENT NCEs are created either based on DAO (as
shown in Figure 3) or based on secured NS/ NA nessaging (as shown in
Figure 4). In case of non-storing MOP, a secured NS/ NA nessagi ng as
shown in Figure 4 needs to be used.

<- - - - - - - - - - - Routing Parents - - - - - - - - - - - - ->
o m ot m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e e e e e oo +
I I I I
o s m o e e e e e e e e e e e e e e e e e e e e e e e e e e e mo oo Fomm e - +
Routing Child Routing Parents O her

Figure 5: Reservation of NCEs in neighbor table

As shown in the figure, the neighbor cache is partitioned into
different entry types. The routing parents can possibly occupy any
entry type if found vacant since in case an eviction is sought the
non-preferred routing parent could be evicted without nmuch inpact on
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the functioning or on the control traffic. The eviction could be
done based on reasons specified in Section 2.3.3.

Routing Child entries are nade in context to directly connected peers
and these entries are not del eted unless they are unreacable or there
is any reason for the parent node to believe that it is no |onger the
preferred parent for the child node. Deletion may happen based on
reasons nentioned in Section 2.3.2.

O her entries (OTHER) may be nmade in response to tenporary

requi renent of naking an NCE. One such case is the pre

aut henti cati on phase where in the relay node nmakes an entry of the
PaC tenporarily till the time the authentication phase is conpl eted.
The NCE made thus is garbage collected at the end of the lifetine.
Al so an inplenentation may choose to keep a lower lifetime for such
NCEs dependi ng upon the tine taken to conplete the authentication
process.

3.1. Limtations of such a policy

The reservation based policy nentioned in this section may result in
sub-optimal path selection due to | ack of NCE resource on the parent
nodes. Also the restriction of maxi num pre-auth sessions in the form
of MAX_OTHER NCE NUM linits the maxi numrelay sessions that can be
supported on the relay node.

The reservation policy allows the parent node to reject the child
node’s DAO or NS. But the child node cannot remenber this rejection
and nay reattenpt the sane parent after sone tine dependi ng upon
triggers such as reception of DIO fromthe sane parent who rejected
it previously. One of the only way to stop the child node from
reattenpti ng such parent selection would be to also include a
proactive approach wherein the parent node signhals its resource
availability in the DI O nessage as nentioned in Section 2.5.2. Such
a schene of signalling parent node's resource availability is
currently not standardi zed.

RPL's storing MOP inposes additional restrictions. One such case is
where a child node may have a given parent node as its only parent

and that parent node’s NCE are all used up. In such a case, the
child node woul d keep on retrying and failing to send a DAO t hrough
the parent node. I|deally the parent node could have evicted a | east

used child node or a child node who has an alternate parent

avail able. Evicting such a child node is a conplex process and may
i ncrease the control overhead as described in Section 2.3.3.1. Thus
the reservation based policy requires that the m ni rum node density
is sufficiently high so that every child finds a parent node inits
vicinity with enough resources.
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