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Abst ract

Thi s docunent defines a network instance nodule. This nodule can be
used to manage the virtual resource partitioning that nay be present
on a network device. Exanples of common industry terns for virtua
resource partitioning are Virtual Routing and Forwardi ng (VRF)
instances and Virtual Switch Instances (VSIs).
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1. Introduction

Thi s docunent defines the second of two new nodul es that are defined
to support the configuration and operation of network-devices that
all ow for the partitioning of resources fromboth, or either,
managenent and networ ki ng perspectives. Both | everage the YANG
functionality enabl ed by YANG Schema Munt
[I-D.ietf-netnod-schenma-nount].

The first formof resource partitioning provides a |ogica
partitioning of a network device where each partition is separately
managed as essentially an independent network el enent which is
"hosted’ by the base network device. These hosted network el enents
are referred to as |logical network el enents, or LNEs, and are
supported by the | ogical -network-el ement nodul e defined in
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[I-D.ietf-rtgwg-Ine-nmodel]. That nodule is used to identify LNEs and
associ ate resources fromthe network-device with each LNE. LNEs
thensel ves are represented in YANG as i ndependent network devices;
each accessed i ndependently. Exanples of vendor term nology for an
LNE i ncl ude | ogical systemor logical router, and virtual sw tch
chassis, or fabric.

The second form which is defined in this docunment, provides support
for what is commonly referred to as Virtual Routing and Forwardi ng
(VRF) instances as well as Virtual Switch Instances (VSl), see

[ RFC4026] and [RFC4664]. 1In this formof resource partitioning,

mul tiple control plane and forwardi ng/bridging instances are provided
by and nanaged via a single (physical or |ogical) network device.
This formof resource partitioning is referred to as a Network
Instance and is supported by the network-instance nodul e defined

bel ow. Configuration and operation of each network-instance is

al ways via the network device and the network-instance nodul e.

One notable difference between the LNE nodel and the NI nodel is that
the NI nodel provides a framework for VRF and VSI nmanagenment. This
docunent envisions the separate definition of VRF and VSI, i.e., L3
and L2 VPN, technol ogy specific nodels. An exanple of such can be
found in the enmergi ng L3VPN nodel defined in
[I-D.ietf-bess-13vpn-yang] and the exanpl es di scussed bel ow.

1.1. Term nol ogy
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [ RFC2119].

Readers are expected to be famliar with terns and concepts of YANG
[ RFC7950] and YANG Schema Mount [I-D.ietf-netnod-schema-nmount].

Thi s docunent uses the graphical representation of data nodels
defined in [I-D.ietf-netnod-yang-tree-di agrans].

1.2. Status of Wrk and Open |ssues
The top open issues are:
1. Schema mount currently doesn’'t allow parent-reference filtering

on the instance of the mount point, but rather just the schena.
This means it is not possible to filter based on actual data,

e.g., bind-network-instance-nane="green”. In the schema nount
definition, the text and exanpl es should be updated to cover this
case.
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2. Overview

In this docunent, we consider network devices that support protocols
and functions defined within the I ETF Routing Area, e.g, routers,
firewalls, and hosts. Such devices nmay be physical or virtual, e.g.
a classic router with custom hardware or one residing within a
server-based virtual machine inplenenting a virtual network function
(VNF). Each device may sub-divide their resources into |ogica
network el ements (LNEs) each of which provides a nanaged | ogi ca
device. Exanples of vendor terminology for an LNE include | ogica
systemor logical router, and virtual switch, chassis, or fabric.
Each LNE nmay al so support virtual routing and forwardi ng (VRF) and
virtual switching instance (VSI) functions, which are referred to
bel ow as a network instances (NIs). This breakdown is represented in
Fi gure 1.

[ Net wor k Devi ce (Physical or Virtual) I

I

| Logi cal Network :  Logi cal Network
[ El enent : : El enent [
| i4----- H--mnn H--mnn +: i RS H--mnn H--mnn +
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[ B [P [ R I P S I R I I I
I [ O O I [ O O I I
R I I A IR I I I R A I

Fr Fr

Interfaces Interfaces

Figure 1: Mdul e El enent Rel ationships

A nodel for LNEs is described in [I-D.ietf-rtgwg-1ne-nodel] and the
nodel for Nls is covered in this docunent in Section 3.

The current interface managenent nodel [RFC7223] is inpacted by the
definition of LNEs and NI's. This docunent and
[I-D.ietf-rtgwg-1ne-nodel] define augnentations to the interface
nmodul e to support LNEs and NI s.

The network instance nodel supports the configuration of VRFs and
VSIs. Each instance is supported by information that relates to the
device, for exanple the route target used when advertising VRF routes
via the nechanisns defined in [ RFC4364], and infornmation that rel ates
to the internal operation of the NI, for exanple for routing
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protocol s [ RFC8022] and OSPF [I-D.ietf-ospf-yang]. This docunent
defines the network-instance nodul e that provides a basis for the
managenent of both types of information

Nl information that relates to the device, including the assignnent
of interfaces to NI's, is defined as part of this docunent. The
defined nodul e al so provides a placeholder for the definition of NI -
technol ogy specific information both at the device | evel and for NI
internal operation. Information related to NI internal operation is
supported via schenma nmount [I-D.ietf-netnod-schenma-nount] and
nmount i ng appropri ate nodul es under the nount point. Well known nount
points are defined for L3VPN, L2VPN, and L2+L3VPN N types.

3. Net wor k | nst ances

The network instance container is used to represent virtual routing
and forwardi ng i nstances (VRFs) and virtual swi tching instances
(VSIs). VRFs and VSIs are commonly used to isolate routing and

swi tching domains, for exanple to create virtual private networks
each with their own active protocols and routing/swtching policies.
The nmodel supports both core/provider and virtual instances. Core/
provider instance information is accessible at the top |level of the
server, while virtual instance information is accessible under the
root schema nmount points.

The NI nodel can be represented using the tree format defined in
[I-D.ietf-netnod-yang-tree-diagrans] as:
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nodul e: ietf-network-instance
+--rw networ k-instances
+--rw networ k-i nstance* [ nane]
+--rw nane string
+--rw enabl ed? bool ean
+--rw description? string
+-rw (ni-type)?
+--rw (root-type)?
+--:(vrf-root)
| +--nmp vrf-root?
+--:(vsi-root)
| +--np vsi-root?
+--:(vv-root)
+--nmp vv-root?
augrment /if:interfaces/if:interface:

+--rw bi nd-ni - nane? -> [ network-i nstances/ net work-i nstance/ nane
augrment /if:interfaces/if:interfacel/ip:ipvd:

+--rw bi nd-ni - nane? -> [ network-instances/ net work-i nstance/ nane
augnent /if:interfaces/if:interfacel/ip:ipv6:

+--rw bi nd-ni - nane? -> [ networ k-i nst ances/ net wor k-i nst ance/ nane

notifications:

+---n bind-ni-name-failed
+--ro nane -> /if:interfaces/interfacel/ nane
+--ro interface
| +--ro bind-ni-name?
| -> [if:interfaces/interface/ni:bind-ni-name
+--ro0 ipv4
| +--ro bind-ni-name?
[ -> /if:interfaces/interfacel/ip:ipv4/ni:bind-ni-nane
+--ro0 ipv6
| +--ro bind-ni-name?
| -> /if:interfaces/interface/ip:ipv6/ni:bind-ni-name
+--ro error-info? string

A network instance is identified by a "nane’ string. This string is
used both as an index within the network-instance nodule and to
associ ate resources with a network i nstance as shown above in the
interface augnmentation. The ni-type and root-type choice statements
are used to support different types of L2 and L3 VPN technol ogi es.
The bind-ni-nanme-failed notification is used in certain failure
cases.

3.1. N Types and Munt Points
The network-instance nodule is structured to facilitate the

definition of information nodels for specific types of VRFs and VSIs
usi ng augnentations. For exanple, the informati on needed to support
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VPLS, VxLAN and EVPN based L2VPNs are likely to be quite different.
Exanpl e nodel s under devel opnent that could be restructured to take
advantage on NI's include, for L3VPNs [I-D.ietf-bess-|3vpn-yang] and
for L2VPNs [I-D.ietf-bess-I|2vpn-yang].

Docunent s defini ng new YANG nodel s for the support of specific types
of network instances should augnment the network instance nodule. The
basic structure that should be used for such augnentations include a
case statement, with containers for configuration and state data and
finally, when needed, a type specific nmount point. GCenerally ni
types, are expected to not need to define type specific nount points,
but rather reuse one of the well known nount point, as defined in the
next section. The following is an exanple type specific
augnent at i on:

augrment "/ni: network-instances/ni:network-instance/ni:ni-type" {
case | 3vpn {
cont ai ner | 3vpn {

}

contai ner |3vpn-state {

}
}
}

3.1.1. Well Known Munt Points

YANG Schena Mount, [I-D.ietf-netnod-schema-nount], identifies nount
points by nane within a nodule. This definition allows for the
definition of nount points whose schema can be shared across ni-
types. As discussed above, ni-types largely differ in the
configuration information needed in the core/top | evel instance to
support the NI, rather than in the information represented within an
Nl. This allows the use of shared nount points across certain N

types.

The expectation is that there are actually very few different schema
that need to be defined to support NI's on an inplenentation. In
particular, it is expected that the following three forns of N
schena are needed, and each can be defined with a well known nount
poi nt that can be reused by future nodul es defining ni-types.

The three well known nount points are:

vrf-root
vrf-root is intended for use with L3VPN type ni-types.
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vsi - r oot
vsi-root is intended for use with L2VPN type ni-types.

VV-r oot

vv-root is intended for use with ni-types that sinultaneously
support L2VPN bridging and L3VPN routing capabilities.

Future nodel definitions should use the above nmount points whenever
possi ble. Wen a well known mount point isn’'t appropriate, a node
may define a type specific nmount point via augnentation

3.1.2. N Type Exanple

The following is an exanple of an L3VPN VRF using a hypothetica
augnmentation to the networking i nstance schema defined in
[I-D.ietf-bess-I3vpn-yang]. More detail ed exanples can be found in
Appendi x B
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nodul e: ietf-network-instance
+--rw networ k-instances
+--rw networ k-i nstance* [ nane]
+--rw nane string
+--rw enabl ed? bool ean
+--rw description? string
+-rw (ni-type)?
|  +--:(13vpn)
| +--rw | 3vpn: | 3vpn
[ | ... // config data
| +--ro | 3vpn: | 3vpn-state
| | ... /] state data
+--rw (root-type)?
+--:(vrf-root)
+--nmp vrf-root
+--ro rt:routing-state/
| +--ro router-id? yang: dot t ed- quad
+--ro control -pl ane-protocol s
+--ro control -pl ane-protocol * [type nane]
+--ro ospf:ospf/
+--ro instance* [af]

--rw rt:routing/
+--rw router-id? yang: dot t ed- quad
+--rw control - pl ane- protocol s

I

I

I

|

+

I

I

| +--rw control - pl ane-protocol * [type nane]
| +--rw ospf: ospf/

| +--rw instance* [af]

[ +--rw areas

| +--rw area* [area-id]

| +--rwinterfaces

| +--rw interface* [nane]

| +--rw nane if:interface-ref
| +--rw cost? uint16

+-ro if:interfaces@

| ...

+-ro if:interfaces-state@

I
Thi s shows YANG Routi ng Managenment [RFC8022] and YANG OSPF
[I-D.ietf-ospf-yang] as nounted nodul es. The nounted nodul es can
reference interface information via a parent-reference to the
contai ners defined in [ RFC7223].

3.2. Nis and Interfaces

Interfaces are a crucial part of any network device's configuration

and operational state. They generally include a conbination of raw
physi cal interfaces, link-layer interfaces, addressing configuration
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and logical interfaces that may not be tied to any physi cal

interface. Several systemservices, and |layer 2 and |layer 3
protocol s may al so associate configuration or operational state data
with different types of interfaces (these relationships are not shown
for sinplicity). The interface nanagenent nodel is defined by

[ RFC7223] .

As shown bel ow, the network-instance nodul e augnents the existing
i nterface managenent nodel by adding a nane which is used on
interface or sub-interface types to identify an associ ated network
instance. Simlarly, this nanme is also added for | Pv4 and | Pv6
types, as defined in [RFC7277].

The following is an exanple of envisioned usage. The interfaces
cont ai ner includes a nunmber of commonly used conponents as exanpl es:

nodul e: ietf-interfaces
+--rw interfaces
| +--rwinterface* [nane]

+--rw hame string
+--rwip:ipvé!
+--rw i p: enabl ed? bool ean
+--rw ip:forwardi ng? bool ean
+--rwip:mu? ui nt 16
+--rw ip:address* [ip]
| +--rwip:ip i net:i pv4-address-no-zone

| +--rw (ip:subnet)

[ +--:(ip:prefix-1ength)

| |  +--rwip:prefix-1length? uint8
| +--: (i p: net mask)

I

+--rw ip: net mask? yang: dot t ed- quad
+--rw i p: nei ghbor* [ip]
| +--rwip:ip i net:ipv4-address-no-zone

I

|

I I
I I
I I
I I
I I
| |
I I
I I
I I
I I
I I
| |
[ | | +--rwip:link-layer-address vyang: phys-address

| | +--rw ni:bind-network-instance-nane? string

| +--rw ni : bi nd- networ k-i nstance-nanme?  string

The [RFC7223] defined interface nodel is structured to include al
interfaces in a flat list, without regard to virtual instances (e.g.
VRFs) supported on the device. The bind-network-instance-nane | eaf
provi des the associati on between an interface and its associated N
(e.g., VRF or VSI). Note that as currently defined, to assign an
interface to both an LNE and NI, the interface would first be
assigned to the LNE using the nechani sns defined in
[I-D.ietf-rtgwg-1ne-nodel] and then within that LNE s interface
nmodul e, the LNE s representation of that interface would be assigned
to an N .

Berger, et al. Expi res January 4, 2018 [ Page 10]



Internet-Draft YANG NI s July 2017

3.3. Network Instance Managenent

Modul es that may be used to represent network instance information
will be avail able under the ni-type specific 'root’ nmount point. The
use-schema nechani sm defined as part of the Schema Munt nodul e
[1-D.ietf-netnod-schema-nmount] MJST be used with the nodul e defined
in this docunent to identify accessible nodules. A future version of
this docunment could relax this requirement. Munted nodules in the
non-inline case SHOULD be defined with access, via the appropriate
schenma nount parent-references [I-D.ietf-netnod-schenma-nmount], to
devi ce resources such as interfaces.

Al'l modul es that represent control -plane and data-pl ane information
may be present at the 'root’ mount point, and be accessible via paths
nmodi fied per [I-D.ietf-netnod-schema-nount]. The list of available
nodul es is expected to be inplenentation dependent, as is the nethod
used by an inplenentation to support Ns.

For exanple, the follow ng could be used to define the data
organi zation of the exanple NI shown in Section 3.1.2:
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"i et f-yang- schema- nmount : schema- mount s": {
"mount -point": [

"modul e": "ietf-network-instance"
"name": "vrf-root",
"use-schema": |
{
"name": "ni-schem",
"parent-reference": |
"/*[ namespace-uri() = 'urn:ietf:...:ietf-interfaces’]"
]
}
]
}
1,
"schema": [
{
"name": "ni-schema",
"modul e": [
{
"nanme": "ietf-routing”
"revision": "2016-11-04",
"nanespace":
"urn:ietf:parans: xm :ns:yang:ietf-routing”
"conf ormance-type": "inplenent"”
H
{
"nanme": "ietf-ospf",
"revision": "2017-03-12",
"nanmespace":
"urn:ietf:parans: xm :ns:yang:ietf-ospf",
"conf ormance-type": "inplenent"
}
]
}
]
}
Modul e data identified under "schema"” will be instantiated under the
mount point identified under "nmount-point". These nodules will be
able to reference information for nodes bel onging to top-Ievel
nodul es that are identified under "parent-reference". Parent

referenced information is available to clients via their top |eve
pat hs only, and not under the associ ated nount point.
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3.4. Network Instance Instantiation

Net wor k i nstances may be controlled by clients using existing list
operations. Wen a list entry is created, a new instance is
instantiated. The nodels nounted under an NI root are expected to be
dependent on the server inplenmentation. Wen alist entry is

del eted, an existing network instance is destroyed. For nore

i nformati on, see [ RFC7950] Section 7.8.6.

Once instantiated, host network device resources can be associ ated
with the new NI. As previously nentioned, this docunment augnents
ietf-interfaces with the bind-ni-nane |eaf to support such

associ ations for interfaces. Wen a bind-ni-name is set to a valid
NIl nane, an inplenentation MJST take whatever steps are internally
necessary to assign the interface to the NI or provide an error
message (defined below) with an indication of why the assi gnnent
failed. It is possible for the assignment to fail while processing
the set operation, or after asynchronous processing. Error
notification in the latter case is supported via a notification

4. Security Considerations

There are two different sets of security considerations to consider
in the context of this document. One set is security related to

i nformati on contained within nounted nodul es. The security

consi derations for nounted nodul es are not substantively changed
based on the information being accessible within the context of an
NI .  For exanpl e, when considering the nodul es defined in [ RFC8022],
the security considerations identified in that docunent are equally
appl i cabl e, whether those nodul es are accessed at a server’s root or
under an N instance’s root node.

The second area for consideration is information contained in the N
nmodul e itself. N infornmation represents network configuration and
route distribution policy information. As such, the security of this
information is inportant, but it is fundamentally no different than
any other interface or routing configuration information that has

al ready been covered in [RFC7223] and [ RFC8022].

The vul nerable "config true" paraneters and subtrees are the
fol | owi ng:

/ networ k-i nstances/ network-i nstance: This list specifies the network
i nstances and the related control plane protocols configured on a
devi ce.

lif:interfaces/if:interfacel/*/bind-network-instance-nane: This |eaf
indicates the NI instance to which an interface is assigned.
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Unaut hori zed access to any of these lists can adversely affect the
routi ng subsystem of both the |ocal device and the network. This may
|l ead to network mal functions, delivery of packets to inappropriate
destinations and ot her problens.
5. | ANA Consi derati ons

This docunment registers a URI in the |ETF XM registry [ RFC3688].
Following the format in RFC 3688, the following registration is
requested to be nmde.

URI: urn:ietf:params:xm:ns:yang:ietf-network-instance

Regi strant Contact: The | ESG

XM.: NA, the requested URI is an XM. nanespace.

Thi s docunent registers a YANG nodul e in the YANG Modul e Nanmes
registry [ RFC6020] .

nane: i etf-network-instance
nanespace: urn:ietf:parans: xm :ns:yang:ietf-network-instance
prefix: ni

ref erence: RFC XXXX
6. Net wor k | nst ance Mbodel

The structure of the nodel defined in this docunent is described by
t he YANG nodul e bel ow.

<CCDE BEG NS> file "ietf-network-instance@017-07-03.yang"

nmodul e i et f-network-instance {
yang-version 1.1;
nanespace "urn:ietf:parans: xm :ns:yang:ietf-network-instance";
prefix ni;

/1 inmport some basic types

inmport ietf-interfaces {

prefix if;
reference "RFC 7223: A YANG Data Mdel for Interface
Managenent " ;

}
inmport ietf-ip {

prefix ip;

reference "RFC 7277: A YANG Data Mddel for |P Managenent";
}

i mport ietf-yang-schema-nount {
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prefix yangmt;

reference "draft-ietf-netnod-schema-nount: YANG Schema Mount";
/1 RFC Ed.: Please replace this draft name with the

/'l correspondi ng RFC nunber

}

organi zati on
"I ETF Routing Area (rtgwg) Working G oup”;
cont act
"WG Web: <http://tools.ietf.org/ wy/rtgwy/ >
WG List: <mailto:rtgw@etf.org>

Aut hor : Lou Berger

<mai | t o: | ber ger @ abn. net >
Aut hor : Chri stan Hopps

<mai | t 0: chopps@hopps. or g>

Aut hor : Acee Li ndem
<mui | t 0: acee@i sco. conp
Aut hor : Dean Bogdanovi c

<mai | t 0: i vandean@nai | . conp";
description
"This nodule is used to support nmultiple network instances
within a single physical or virtual device. Network
i nstances are commonly known as VRFs (virtual routing
and forwarding) and VSIs (virtual swi tching instances).

Copyright (c) 2017 | ETF Trust and the persons
identified as authors of the code. All rights reserved.

Redi stribution and use in source and binary forms, with or

wi thout nodification, is pernmitted pursuant to, and subject
to the license terms contained in, the Sinplified BSD License
set forth in Section 4.c of the I ETF Trust’s Legal Provisions
Rel ating to | ETF Docunents
(http://trustee.ietf.org/license-info).

This version of this YANG nodule is part of RFC XXXX; see
the RFC itself for full |egal notices.";

/1 RFC Ed.: replace XXXX with actual RFC nunber and renove
/1 this note
/'l RFC Ed.: please update TBD

revision 2017-07-02 {
description
"Initial revision.";
reference "RFC TBD';

}
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/1l top level device definition statenments

cont ai ner networ k-i nstances ({
description
"Networ k instances each of which consists of a
VRFs (virtual routing and forwarding) and/or
VSIs (virtual sw tching instances).";
reference "RFC 8022 - A YANG Data Moddel for Routing
Management " ;
list network-instance {
key "nane";
description
"Li st of network-instances.";
| eaf nane {
type string;
description
"device scoped identifier for the network
i nstance.";
}
| eaf enabled {
type bool ean;
default "true";
description
"Fl ag indicating whether or not the network
i nstance is enabled.";
}
| eaf description {
type string;
description
"Description of the network instance
and its intended purpose.";
}
choi ce ni-type {
description
"Thi s node serves as an anchor point for different types
of network instances. Each 'case’ is expected to
differ in ternms of the information needed in the
parent/core to support the NI, and rmay differ in their
mount ed schema definition. Wien the nounted schema is
not expected to be the sane for a specific type of N
a nmount point should be defined.";
}
choi ce root-type {
description
"Wl |l known nount points.”
yangmt : mount - point "vrf-root" {
description
"Root for L3VPN type nodels. This will typically
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not be an inline type nount point."
}
yangmt : nount - poi nt "vsi-root" {
description
"Root for L2VPN type nodels. This will typically
not be an inline type nount point."
}
yangmmt : nount - poi nt "vv-root" {
description
"Root nodel s that support both L2VPN type bridgi ng
and L3VPN type routing. This will typically
not be an inline type nount point."
}
}
}
}

/1 augnent statenents

augrment "/if:interfaces/if:interface" {
description
"Add a node for the identification of the network
i nstance associated with the information configured
on a interface.

Note that a standard error will be returned if the
identified leafref isn't present. [If an interfaces cannot
be assigned for any other reason, the operation SHALL fai
with an error-tag of 'operation-failed and an
error-app-tag of ’'ni-assignnent-failed . A nmeaningfu
error-info that indicates the source of the assignnent
failure SHOULD al so be provided.";
| eaf bind-ni-nane {
type leafref {
pat h "/ network-instances/ net work-instance/ nane";
}

description
"Network I nstance to which an interface is bound."
}

}

augrment "/if:interfaces/if:interfacel/ip:ipvd" {
description
"Add a node for the identification of the network
i nstance associated with the information configured
on an I Pv4 interface.

Note that a standard error will be returned if the
identified leafref isn’t present. |If an interfaces cannot

Berger, et al. Expi res January 4, 2018 [ Page 17]



Internet-Draft YANG NI s July 2017

be assigned for any other reason, the operation SHALL f ai
with an error-tag of 'operation-failed and an
error-app-tag of "ni-assignnent-failed . A meaningfu
error-info that indicates the source of the assignnent
failure SHOULD al so be provided.";
| eaf bind-ni-nane {
type leafref {
pat h "/ network-instances/ network-instance/ nane";
}

description
"Network I nstance to which IPv4 interface is bound.";
}

augrment "/if:interfaces/if:interface/ip:ipve" {
description
"Add a node for the identification of the network
i nstance associated with the information configured
on an | Pv6 interface.

Note that a standard error will be returned if the
identified leafref isn't present. [If an interfaces cannot
be assigned for any other reason, the operation SHALL fai
with an error-tag of 'operation-failed and an
error-app-tag of 'ni-assignnent-failed . A nmeaningfu
error-info that indicates the source of the assignnent
failure SHOULD al so be provided.";
| eaf bind-ni-nane {
type leafref {
pat h "/ network-instances/ net work-instance/ nane";
}

description
"Network I nstance to which IPv6 interface is bound.";
}

}

/'l notification statenents

notification bind-ni-nane-failed {
description
"Indicates an error in the association of an interface to an
Nl. Only generated after success is initially returned when
bi nd-ni -nane is set.

Note: sone errors nmay need to be reported for multiple
associations, e.g., a single error may need to be reported
for an I Pv4 and an | Pv6 bind-ni-name.

At | east one container with a bind-ni-nane | eaf MJST be
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included in this notification.";
| eaf nane {
type leafref {
path "/if:interfaces/if:interface/if:name";
}
mandat ory true
description
"Contains the interface nane associated with the
failure.”;
}
container interface {
description
"CGeneric interface type.";
| eaf bind-ni-nane {
type leafref {
path "/if:interfaces/if:interface/ni:bind-ni-nanme";
}

description
"Cont ai ns the bind-ni-name associated with the
failure.";
}
}
container ipvéd {
description
"I Pv4 interface type.";
| eaf bind-ni-nane {
type leafref {
path "/if:interfaces/if:interface"
+ "/ip:ipvdl ni:bind-ni-nane";
}
description
"Contains the bind-ni-nane associated with the
failure.";
}
}
container ipv6é {
description
"I Pv6 interface type.";
| eaf bind-ni-nane {
type leafref {
path "/if:interfaces/if:interface"
+ "/ip:ipve/ni:bind-ni-nane";
}
description
"Contains the bind-ni-nane associated with the
failure.";
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| eaf error-info {
type string;
description
"Optionally, indicates the source of the assignnent
failure.";
}
}

}
<CCDE ENDS>
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Appendi x B. Exanple N usage

The follow ng subsections provi de exanpl e uses of NIs.
B.1. Configuration Data

The followi ng shows an exanpl e where two custoner specific network
i nstances are confi gured:

{

"ietf-network-instance: network-instances": ({
"network-instance": |
{
"nanme": "vrf-red",
"vrf-root": {
"ietf-routing:routing": {

“router-id": "192.0.2.1",
"control - pl ane-protocol s": {

"control -plane-protocol ": |
"type": "ietf-routing:ospf",
"name": "1",

"ietf-ospf:ospf": {
"instance": |

{

af "i pv4",
"areas": {
"area": |

"area-id": "203.0.113.1",

"interfaces": {
"interface": [
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{

"name": "ethl",
"cost": 10

"nanme": "vrf-blue",
"vrf-root": {
"ietf-routing:routing": {
“router-id": "192.0.2.2",
“control - pl ane-protocol s": {

"control - pl ane-protocol ": [
{
"type": "ietf-routing:ospf",
"name” - " 1"

"ietf—ospf:bspf": {
"instance": [

{
"af": "ipv4d",
"areas": {
"area": |
{
"area-id": "203.0.113.1",
"interfaces": {
"interface": |
{
"nane": "eth2",
"cost": 10
}
]
}
}
]
}
}
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"ietf-interfaces:interfaces": {
"interfaces": {
"interface": |

{
"name": "eth0",
"ipripvd": {
"address": |
{
"ip": "192.0.2.10",
"prefix-length": 24,
}
]
}
H
{
"name": "ethl",
"ip:ripvd": {
"address": |
"ip": "192.0.2.11",
"prefix-length": 24,
}
]
},
"ni : bi nd- net wor k-i nst ance- nane":
H
{
"nanme": "eth2",
"ip:ripvd": {
"address": |
"ip": "192.0.2.11",
"prefix-length": 24,
}
]
},

"ni : bi nd- net wor k-i nst ance- nane" :
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}
]
}
b

"ietf-systemsysten': {
"aut hentication": {

"user": |
“name": "john",
"password": "$0$password"”
}
]

B.2. State Data

The following shows state data for the exanpl e above.

"ietf-network-instance: network-instances": {
"net wor k-i nstance": [
{
"nanme": "vrf-red",
"vrf-root": {
"ietf-routing:routing-state": {
“router-id": "192.0.2.1",
“control - pl ane-protocol s": {

"control - pl ane-protocol ": [
"type": "ietf-routing:ospf",
“name": "1",

"ietf-ospf:ospf": {
"instance": [

{

af "i pv4d",
"areas": {
"area": |

"area-id": "203.0.113.1",
"interfaces": {
"interface": |

"nane": "ethl",
"cost": 10

}
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"name": "vrf-blue",
"vrf-root": {
"ietf-routing:routing-state": {
"router-id": "192.0.2.2",
"control -pl ane-protocol s": {

"control -pl ane-protocol ": [
{
"type": "ietf-routing:ospf",
"name": "1"

"ietf-ospf:bspf": {
"instance": [

{
"af": "ipv4",
"areas": {
"area": |
{
"area-id": "203.0.113.1",
"interfaces": {
"interface": |
{
"name": "eth2",
"cost": 10
}
]
}
}
]
}
}
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"ietf-interfaces:interfaces-state": {
"interfaces": {
"interface": |

{
"name": "eth0",
"type": "iana-if-type:ethernetCsmacd",
"oper-status": "up",
"phys-address”: "00:01:02: Al: B1: Co"
"statistics": {
"discontinuity-tine": "2017-06-26T12: 34: 56- 05: 00"
1
"ipripvd": {
"address": |
{
"ip": "192.0.2.10",
"prefix-length": 24,
}
]
}
H
{
"name": "ethl",
"type": "iana-if-type:ethernetCsmacd",
"oper-status": "up",
"phys-address”: "00:01:02: Al: B1: C1",
"statistics": {
"discontinuity-time": "2017-06-26T12: 34: 56- 05: 00"
}
"ipripvd": {
"address": |
{
"ip": "192.0.2.11",
"prefix-length": 24,
}
]
}
b
{
"name": "eth2",
"type": "iana-if-type:ethernetCsmacd",
"oper-status": "up",
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"phys-address”: "00:01: 02: Al: B1: C2",
"statistics": {
"discontinuity-tinme": "2017-06-26T12: 34: 56- 05: 00"

b
"ipripvd": {
"address": |
{
"ip": "192.0.2.11",
"prefix-length": 24,
}
]
}

"ietf-yang-library: nodul es-state": {
"nmodul e-set-id": "123e4567- e89b- 12d3- a456- 426655440000",
"modul e": [

{
"nanme": "iana-if-type",
"revision": "2014-05-08",
"nanmespace":
"urn:ietf:parans: xm :ns:yang:iana-if-type",
"conf ormance-type": "inport"
H
{
"name": "ietf-inet-types",
"revision": "2013-07-15",
"nanmespace":
"urn:ietf:parans: xm :ns:yang:ietf-inet-types",
"conf ormance-type": "inport"
b
{
"name": "ietf-interfaces",
"revision": "2014-05-08",
"feature": |
"arbitrary-names”,
" pr e-provi si oni ng"
"nanmespace":
"urn:ietf:parans: xm :ns:yang:ietf-interfaces",
"conf ormance-type": "inplenent"
H
{
"name": "ietf-ip",

"revision": "2014-06-16",
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"nanmespace":
"urn:ietf:parans: xm :ns:yang:ietf-ip",
"conf ormance-type": "inplenent"
b
{
"name": "ietf-network-instance",
"revision": "2017-03-13",
"feature": |
" bi nd- net wor k- i nst ance- nane”
1,
"nanespace":
"urn:ietf:parans: xm :ns:yang:ietf-network-instance",
"conf ormance-type": "inplenent"”
},
{
"nanme": "ietf-ospf",
"revision": "2017-03-12",
"namespace": "urn:ietf:params:xm:ns:yang:ietf-ospf",
"conf ormance-type": "inplenent"”
},
{
"nanme": "ietf-routing",
"revision": "2016-11-04",
"nanmespace":
"urn:ietf:parans: xnl :ns:yang:ietf-routing”,
"conf ormance-type": "inplenent"
H
{
"name": "ietf-systent,
"revision": "2014-08-06",
"nanmespace":
"urn:ietf:parans: xm :ns:yang:ietf-systent,
"conf ormance-type": "inplenent"
b
{
"name": "ietf-yang-library",
"revision": "2016-06-21",
"namespace":
"urn:ietf:parans: xm :ns:yang:ietf-yang-1library",
"conformance-type": "inplenent"
b
{
"name": "ietf-yang-schema-nmunt",
"revision": "2017-05-16",
"namespace":
"urn:ietf:parans: xnl :ns:yang:ietf-yang-schema-nount"”,
"conf ormance-type": "inplenent"
H
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{
"name": "ietf-yang-types",
"revision": "2013-07-15",
"nanespace":
"urn:ietf:parans: xnl:ns:yang:ietf-yang-types",
"conf ormance-type": "inport"
}
]
H
"ietf-systemsystemstate": {
"platform': {
"os-nane": "NetworkGOs"
}
}

}
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