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In the Internet engineering ecosystem, there is increasingly a need for specifications that evolve over time, and which are encoded directly in structured formats (e.g., YANG models). Internet-Drafts are a poor fit for working groups that want to produce structured specifications, and publishing versions of an evolving specification as RFC makes it difficult to track the specification over time. This document outlines recommendations for how working groups can provide consistent, meaningful versions for specifications over time and work directly on structured documents while still fitting within established IETF processes.
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1. Introduction

The pace at which the software that drives the Internet is developed and deployed today is much faster than it was early in the Internet’s history. In this environment, maintaining interoperability can be more challenging.

Two of the major mechanisms that have been developed for driving interoperability in a more dynamic ecosystem are structured specifications and semantic versioning. Structured specifications allow much of the work of implementing a specification to be automated, so that developers can focus on the parts of a specification that really need human involvement. Semantic versioning helps operators know what versions can be deployed without breaking running systems, so that they can safely deploy updated versions of a specification more quickly.

The traditional practices of the IETF interact poorly with these mechanisms. Each document presented to the IETF for last call and IESG approval must be formatted as an Internet-Draft, i.e., as unstructured text. All RFCs across the IETF share a single, common numbering space, so that RFC numbers have no useful semantic with respect to versioning. Nonetheless, there is still a need to be able to capture the consensus of the IETF at critical points in the lifecycle of a specification.

This document describes recommendations for how a working group (WG) that wishes to produce structured specifications with semantic version numbers can interact best with IETF processes.
2. Managing Semantic Versions

While some of this process might apply to completely new work (such as a YANG module), the process in this document applies to WG adopted work items or to modification of an existing IETF-approved work item (typically a bis document).

We start from the premise that a working group controls a version-controlled repository (e.g., Git, SVN, etc.) for a structured specification (not formatted as an Working Group Internet-Draft), and can "tag" commits in the repository as having certain version numbers. We assume that there is one repository per specification, so that version tags don’t need to state the specification to which they refer.

The recommended structure for semantic versions follows the widely-used three-part convention, with an additional field for use in working group processes:

MAJOR.MINOR.PATCH

The fields in such a structured version have the following semantics (cf. semver.org):

- MAJOR is incremented when the new version of the specification is incompatible with previous versions.
- MINOR is incremented when new functionality is added in a manner that is backward-compatible with previous versions.
- PATCH is incremented when bug fixes are made in a backward-compatible manner.

In IETF terms, this versioning scheme provides functionality analogous to several parts of the traditional IETF process.

- MAJOR is analogous to an "obsoletes" relation between RFCs
- MINOR is analogous to an "updates" relation between RFCs
- PATCH is analogous to use of the RFC errata process

The more major a change to the specification, the more consensus is required. When the WG wants to make a MAJOR change to a structured specification, the specification MUST be converted into Internet-Draft format and run through the typical IETF consensus process. Every commit that is tagged with a MAJOR version change MUST also
have a tag of the form "RFC-XXXX" indicating the number of the RFC describing the change.

MINOR changes follow the same rules, except that the Area Director for the WG MAY approve the issuance of a minor version with only WG consensus, not full IETF consensus. Any change to the structured specification that significantly changes the security considerations for the protocol or requires additional IANA actions MUST be converted into Internet-Draft format and submitted for IETF consensus. With the approval of the AD for the WG, changes without such impacts MAY be approved by consensus of the working group.

PATCH-level changes MAY be made by the editors, with the consent of the WG chairs.

When a working group starts up work on a new version of the specification, regardless of whether it’s a minor update or a complete rewrite, they SHOULD create a dedicated branch of the repository for the new version, where changes related to the new version will be committed. The semantic version, i.e. MAJOR and MINOR is assigned when this branch is merged back to the main specification. Once there is consensus to update the main specification to that version, the branch should be merged, and the merge commit tagged with the new version number.

When working on modification to an existing work item (typically a bis document), the process is to fork a git repo, branch, make a proposal, then push the branch back over to the Working Group when/if the Working Group adopts it.

2.1. Versioning for Work in Progress

It can be useful to mark certain versions of a work in progress as checkpoints, e.g., for reference at a hackathon. These checkpoints should follow their own version sequence, much like Internet drafts:

LABEL-VERSION

- LABEL is a string that identifies the feature branch
- VERSION is incremented whenever a new revision is tagged

These tags are analogous to Internet-Draft names. Much like an Internet-Draft name, the choice of LABEL values is up to the editors and WG chairs. For cases expected to result in a given version, they may choose to use that as a label value. For example, if the WG has agreed to embark on a major revision to the protocol, then they might
use the label "v2.0.0-beta", so that the working revisions would be "v2.0.0-beta-0", "v2.0.0-beta-1", etc.

It’s important to note that not every commit needs a version. Much like working groups using Github to manage Internet-Drafts today only periodically submit them to the IETF, a WG can do work in a repository and only tag versions when they are useful to the WG. Beta versions should be tagged at key points in the development process:

- Before an IETF meeting or WG interim meeting
- Before a hackathon or interop event
- Before a working group or IETF last call

Work on a new version SHOULD be conducted on a dedicated branch. Once there is consensus to update the main specification to that version, the branch should be merged, and the merge commit tagged with the new version number.

3. IETF Consensus for Structured Specifications

While working groups may use any format for specifications under development, the Internet Standards process requires that a document proposed as an RFC must be submitted in the RFC format, i.e., as unstructured text. Proposed RFCs are also required to contain explanatory text not typically contained in structured specifications, most notably Security Considerations and IANA Considerations. Thus, a working group that is focused mainly on a structured specification will have to convert the structured specification to the RFC format and add the additional explanatory text.

In order to keep the repository as the primary home for the specification, the working group should keep any required explanatory text in the repository alongside the structured specification, and use automated tools to generate an RFC-formatted document from the artifacts in the repository. As the outputs are reviewed in the IETF last call and IESG processes, the editors should reflect their responses in the repository, generating updated versions of the RFC-formatted document as necessary.

Whenever an Internet-Draft is generated from the repository, the corresponding commit in the repository should be tagged with the full name and version of the Internet-Draft. Additionally, a reference to the repository (e.g., a URL) should exist in the text of the
resulting Internet-Draft. These steps enable the evolution of the draft to easily be tied back to the evolution of the repository.

4. Example history

The below sequence of commits and tags shows the progress of a structured specification through several stages of its life-cycle. (Time flows up from the bottom, as is common in version control logs; most recent is on top.)

An initial version of a protocol is proposed for a Birds of a Feather (BoF) and a WG is formed. The WG develops version 1.0.0 of the specification. Along the way, they tag betas when they need an easy way to refer to a version, e.g., before working group last call (WGLC).

Once the WG has reached consensus, an Internet-Draft is created from the repository (draft-ietf-wg-proto-00) and submitted for the IETF consensus process, resulting in an RFC (RFC XXX1) that describes the first version of the protocol. In this example, there is never a need to publish an individual (author-named) internet-draft, because the WG worked directly on the structured specification and obtained consensus on it.

Comments from the IETF last call (LC) and the IESG are incorporated in the repository, and new versions of the Internet-Draft are generated for IESG review and submission to the RFC editor.

... |  
* e3091df (tag:v1.0.0, tag:draft-ietf-wg-proto-02, tag:RFCXXX1) Responses to IESG comments  
* 7494725 (tag:draft-ietf-wg-proto-01) Responses to IETF LC comments  
* 8e2be54 (tag:proto-2, tag:draft-ietf-wg-proto-00) Responses to WGLC comments  
* 9703a60 (tag:proto-1) Responses to comments at IETF meeting  
* 2b83977 Responses to J. Smith comments  
* 8b75e1e (tag:proto-0) Responses to BoF comments  
* 1991498 Initial submission

The WG adds two features to the specification. The first feature is major enough that the chairs decide it needs IETF consensus,
resulting in a second Internet-Draft going through the IETF consensus process (draft-ietf-wg,proto-feature-00) to become an RFC (RFC XXX2). The second feature is minor enough that it can be approved by WG consensus.

... 
* a5f3214 (tag:v1.2.0) Merge branch ‘v1.2’
  \* 8fb9cb6 Responses to WGLC comments on feature Y
  | * 39322e9 (tag:featureY-1) Responses to WG comments; ready for WGLC
  | * 39322e9 Add feature Y
  / * d1d201d (tag:v1.1.1) Fix validation errors
  \* 6571483 (tag:v1.1.0, tag:draft-ietf-wg,proto-feature-04,
           tag:RFCXXX2) Merge branch ‘v1.1’
      \* abc3f5e (tag:draft-ietf-wg,proto-feature-03) Resolution of DISCUSSes
           from Security AD
      | * 3ab54f3 (tag:draft-ietf-wg,proto-feature-02) Resolution of DISCUSSes
           from Internet and Transport ADs
      | * cabb1f6 (tag:draft-ietf-wg,proto-feature-01) Responses to WGLC
           and IETF LC comments on feature X
      | * fbfaa6b (tag:featureX-0, tag:draft-ietf-wg,proto-feature-00)
           Responses to comments on feature X
      | * 0630638 Add feature X
      / * e3091df (tag:v1.0.0, tag:draft-ietf-wg,proto-02, tag:RFCXXX1)
           Responses to IESG comments
      ...

The WG develops a major revision of the protocol, resulting in a third Internet-Draft (draft-ietf-wg,protobis-00) going through the IETF consensus process, resulting in RFC XXX3.
This example history is greatly simplified. In a real WG, there will be far more commits without versions, as the WG incorporates proposals, edits, explanatory text, etc. But this example highlights the key moments in the life-cycle of a specification.

5. Creating Internet-Drafts from a Repository

As noted above, WGs should have one repository per specification. Over the lifetime of the specification, it will be necessary for automated tools to build Internet-Drafts from this repository. A standardized repository layout can help automate this process.

The root level of the repository should have a file named "index.xml" or "index.md", depending on whether XML [1] or Markdown [2] is being used. This file should itself be a valid source for an Internet-Draft, including information about the title to be used, authors’ / editors’ names, security considerations, etc. It will act as a template into which the structured specification will be included when an Internet-Draft is created.

The template file should include files that comprise the structured specification as figures at appropriate points in the draft. The Markdown syntax provided by "mmark" provides a syntax for including code fragments [3] from external files, including the ability to selectively include parts of a file.
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Export BGP community information in IP Flow Information Export (IPFIX)
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Abstract

By introducing new Information Elements (IEs), this draft extends the existing BGP related IEs to enable IPFIX [RFC7011] to export the BGP community information, including the information of BGP standard community [RFC1997], BGP extended community [RFC4360], and BGP large community [RFC8092]. Network traffic information can then be accumulated and analysed at the BGP community granularity, which represents the traffic of different kinds of customers, services, or geographical regions according to the network operator’s BGP community planning. Network traffic information at the BGP community granularity is useful for network traffic analysis and engineering.

To clarify, no new BGP community attribute is defined in this document and this document has no purpose to replace BGP Monitoring Protocol (BMP) defined in RFC7854. The IEs introduced in this document are used by IPFIX together with other IEs to facilitate the IPFIX collector analyzing the network traffic at the BGP community granularity without running the heavy BGP protocol. When needed, the mediator or collector can use the IEs introduced in this document to report the BGP community related traffic flow information it gets either from exporters or through local correlation to other IPFIX devices.

Status of This Memo

This Internet-Draft is submitted in full conformance with the provisions of BCP 78 and BCP 79.

Internet-Drafts are working documents of the Internet Engineering Task Force (IETF). Note that other groups may also distribute working documents as Internet-Drafts. The list of current Internet-Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maximum of six months and may be updated, replaced, or obsoleted by other documents at any
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1. Introduction

IP Flow Information Export (IPFIX) [RFC7011] provides network administrators with traffic flow information using the Information Elements (IEs) defined in [IANA-IPFIX] registries. Based on the traffic flow information, network administrators know the amount and direction of the traffic in their network, then they can optimize their network when needed. For example, they can shift some flows from the congested links to the low utilized links through a SDN controller or PCE [RFC4655].

[IANA-IPFIX] has already defined the following IEs for traffic flow information exporting in different granularities: sourceIPv4Address, sourceIPv4Prefix, destinationIPv4Address, destinationIPv4Prefix, bgpSourceAsNumber, bgpDestinationAsNumber, bgpNextHopIPv4Address, etc. In some circumstances, however, especially when traffic engineering and optimization are executed in the Tier 1 or Tier 2 operators’ backbone networks, traffic flow information based on these IEs may not be suitable. Flow information based on IP address or IP prefix may provide much too fine granularity for a large network. On the contrary, flow information based on AS number may be too coarse.

BGP community is a BGP path attribute defined in IDR (Inter Domain Routing) working group. The already defined BGP community attribute includes the standard community defined in [RFC1997], the extended community defined in [RFC4360], and the large community defined in [RFC8092]. BGP community attribute has a variety of use cases, one practice of which is to use BGP community with planned specific values to represent the groups of customers, services, geographical and topological regions, which is used by a lot of operators in their field networks. Please refer to [RFC4384], [RFC8195] and Section 3 of this document for the detailed examples. To know the traffic generated by different kinds of customers, from different geographical or topological regions, by different kinds of customers in different regions, we need the corresponding community information related to the traffic flow exported by IPFIX. Network traffic statistic at the BGP community granularity is useful not only for the traffic analyzing, but also can then be used by other applications, such as the traffic optimization applications located in IPFIX collector, SDN controller or PCE. [Community-TE] also states analyzing network traffic information at the BGP community granularity is preferred for inbound traffic engineering. However, there is no IE defined for BGP community attribute in [IANA-IPFIX] yet.

Flow information based on BGP community may be collected by a mediator defined in [RFC6183]. Mediator is responsible for the correlation between flow information and BGP community. However no IEs are defined in [RFC6183] for exporting BGP community information.
in IPFIX. Furthermore, to correlate the BGP community with the flow information, mediator needs to learn BGP routes and perform lookup in the BGP routing table to get the matching entry for a specific flow. Neither BGP route learning nor routing table lookup is trivial for a mediator. Mediator is mainly introduced to release the performance requirement for the exporter [RFC5982]. In fact, to obtain the information for the already defined BGP related IEs, such as bgpSourceAsNumber, bgpDestinationAsNumber, and bgpNextHopIPv4Address, etc, the exporter has to hold the up-to-date BGP routing table and perform lookup in the BGP routing table. The exporter can obtain the BGP community information in the same procedure, thus the additional load added by exporting BGP community information is minimal if the exporter is already exporting the existing BGP related IEs. It is RECOMMENDED that the BGP community information be exported by the exporter directly using IPFIX.

Through running BGP [RFC4271] or BMP [RFC7854] and performing lookup in the BGP routing table to get the matching entry for a specific flow (we call it correlation), IPFIX collectors and other applications, such as SDN controller or PCE, can figure up the network traffic at the BGP community granularity. However, neither running BGP or BMP protocol nor routing table lookup is trivial for the IPFIX collectors and other applications. Moreover correlation between IPFIX flow information and the BGP RIB on the exporter (such as router) is more accurate, compared to the correlation on a collector, since the BGP routing table may be updated when the IPFIX collectors and other applications receive the IPFIX flow information. And as stated above, the exporter can obtain the BGP community information in the same procedure when it obtains other BGP related information. So exporting the BGP community information directly by the exporter to the collector is the efficient and accurate way. If the IPFIX collectors and other applications only want to figure up the network traffic at the BGP community granularity, they do not need to run the heavy BGP or BMP protocol when the BGP community information can be obtained by IPFIX. However, we have to clarify, the BMP protocol has its own application scenario, the mechanism introduced in this document has no purpose to replace it.

By introducing new IEs, this draft extends the existing BGP related IEs to enable IPFIX [RFC7011] to export the BGP community information, including BGP standard community defined in [RFC1997], BGP extended community defined in [RFC4360], and BGP large community defined in [RFC8092]. Flow information, including packetDeltaCount, octetDeltaCount [RFC7012] etc, can then be accumulated and analysed by the collector or other applications, such as SDN controller or PCE [RFC4655], at the BGP community granularity, which is useful for knowing the traffic generated by different kinds of customers, from different geographical or topological regions according to the
operator’s BGP community plan, and can then be used by the traffic engineering or traffic optimization applications, especially in the backbone network.

The IEs introduced in this document are applicable for both IPv4 and IPv6 traffic. Both the exporter and the mediator can use these IEs to export BGP community information in IPFIX. When needed, the mediator or collector can use these IEs to report the BGP community related traffic flow information it gets either from exporters or through local correlation to other IPFIX devices.

To clarify, no new BGP community attribute is defined in this document, IDR (Inter Domain Routing) working group is the right place to define new community attributes for the BGP protocol.

Note that this document does not update the IPFIX specification [RFC7011] and the Information Model [RFC7012] because IANA’s IPFIX registry [IANA-IPFIX] is the ultimate Information Element reference, per Section 1 of [RFC7012].

Please refer [IANA-IPFIX] for the whole list of the already defined BGP related IEs.

Please refer Appendix A for the encoding example and Section 3 for a detailed use case.

2. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

3. BGP Community based Traffic Collection

[RFC4384] introduces the mechanism of using BGP standard communities and extended communities to collect the geographical and topological related information in BGP routing system. [RFC8195] gives some examples about the application of BGP large communities to represent the geographical regions. Since the network traffic at the BGP community granularity represents the traffic generated by different kinds of customers, from different geographical regions according to the network operator’s BGP community plan, it is useful for the network operators to analyze and optimize the network traffic among different customers and regions. This section gives a use case in which the network operator uses the BGP community based traffic information to adjust the network paths for different traffic flows.
Considering the following scenario, AS C provides transit connection between AS A and B. By tagging with different BGP communities, the routes of AS A and B are categorized into several groups respectively with the operator’s plan. For example community A:X and A:Y are used for the routes originated from different geographical regions in AS A, and community B:M and B:N are used for the routes representing the different kinds of customers in AS B, such as B:M is for the mobile customers and B:N is for the fixed line customers. By default, all traffic originated from AS A and destined to AS B (we call it traffic A-B) goes through path C1-C2-C3 (call it Path-1) in AS C. When the link between C1 and C2 is congested, we cannot simply steer all the traffic A-B from Path-1 to Path C1-C4-C3 (call it Path-2), because it will cause the congestion in Path-2.

![Diagram](diagram.png)

Figure 1: BGP Community based Traffic Collection

If the PCE/SDN controller in AS C can obtain the network traffic information at the BGP community granularity, it can steer some traffic related to some BGP communities (when we consider only the source or destination of the traffic), or some BGP community pairs (when we consider both the source and the destination of the traffic) from Path-1 to Path-2 according to the utilization of different paths. For instance, steer the traffic generated by community A:X from Path-1 to Path-2 by deploying route policy at Router C1, or steer the traffic from community A:Y to community B:M from Path-1 to Path-2. Using the IEs defined in this document, IPFIX can export the BGP community information related to a specific traffic flow together with other flow information. The traffic information can then be accumulated at the BGP community granularity and used by the PCE/SDN controller to steer the appropriate traffic from Path-1 to Path-2.
4. IEs for BGP Standard Community

[RFC1997] defines the BGP Communities attribute, called BGP Standard Community in this document, which describes a group of routes sharing some common properties. BGP Standard Communities are treated as 32 bit values as stated in [RFC1997].

In order to export BGP standard community information along with other flow information defined by IPFIX, three new IEs are introduced. One is bgpCommunity, which is used to identify that the value in this IE is a BGP standard community. The other two are bgpSourceCommunityList and bgpDestinationCommunityList, which are both basicList [RFC6313] of bgpCommunity, and are used to export BGP standard community information corresponding to a specific flow’s source IP and destination IP respectively.

The detailed information of the three new IEs are shown in the following sections.

4.1. bgpCommunity

<table>
<thead>
<tr>
<th>ElementID</th>
<th>to be assigned by IANA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>bgpCommunity</td>
</tr>
<tr>
<td>Data Type</td>
<td>unsigned32</td>
</tr>
<tr>
<td>Data Type Semantics</td>
<td>identifier</td>
</tr>
<tr>
<td>Description</td>
<td>BGP community as defined in [RFC1997]</td>
</tr>
<tr>
<td>Units</td>
<td>none</td>
</tr>
</tbody>
</table>

Figure 2: bgpCommunity

4.2. bgpSourceCommunityList
### bgpSourceCommunityList

<table>
<thead>
<tr>
<th>ElementID</th>
<th>to be assigned by IANA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>bgpSourceCommunityList</td>
</tr>
<tr>
<td>Data Type</td>
<td>basicList, as specified in [RFC6313]</td>
</tr>
<tr>
<td>Data Type Semantics</td>
<td>list</td>
</tr>
<tr>
<td>Description</td>
<td>zero or more BGP communities corresponding with source IP address of a specific flow</td>
</tr>
<tr>
<td>Units</td>
<td>none</td>
</tr>
</tbody>
</table>

Figure 3: bgpSourceCommunityList

### bgpDestinationCommunityList

<table>
<thead>
<tr>
<th>ElementID</th>
<th>to be assigned by IANA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>bgpDestinationCommunityList</td>
</tr>
<tr>
<td>Data Type</td>
<td>basicList, as specified in [RFC6313]</td>
</tr>
<tr>
<td>Data Type Semantics</td>
<td>list</td>
</tr>
<tr>
<td>Description</td>
<td>zero or more BGP communities corresponding with destination IP address of a specific flow</td>
</tr>
<tr>
<td>Units</td>
<td>none</td>
</tr>
</tbody>
</table>

Figure 4: bgpDestinationCommunityList

### 5. IEs for BGP Extended Community

[RFC4360] defines the BGP Extended Communities attribute, which provides a mechanism for labeling the information carried in BGP. Each Extended Community is encoded as an 8-octet quantity with the format defined in [RFC4360].

In order to export BGP Extended Community information together with other flow information by IPFIX, three new IEs are introduced. The first one is bgpExtendedCommunity, which is used to identify that the value in this IE is a BGP Extended Community. The other two are bgpSourceExtendedCommunityList and bgpDestinationExtendedCommunityList.
bgpDestinationExtendedCommunityList, which are both basicList [RFC6313] of bgpExtendedCommunity, and are used to export the BGP Extended Community information corresponding to a specific flow’s source IP and destination IP respectively.

The detailed information of the three new IEs are shown in the following sections.

5.1. bgpExtendedCommunity

<table>
<thead>
<tr>
<th>ElementID</th>
<th>to be assigned by IANA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>bgpExtendedCommunity</td>
</tr>
<tr>
<td>Data Type</td>
<td>octetArray</td>
</tr>
<tr>
<td>Data Type Semantics</td>
<td>default</td>
</tr>
<tr>
<td>Description</td>
<td>BGP Extended Community as defined in [RFC4360]</td>
</tr>
<tr>
<td></td>
<td>The size of this Information Element MUST be 8 octets.</td>
</tr>
<tr>
<td>Units</td>
<td>none</td>
</tr>
</tbody>
</table>

Figure 5: bgpExtendedCommunity

5.2. bgpSourceExtendedCommunityList
<table>
<thead>
<tr>
<th>ElementID</th>
<th>to be assigned by IANA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>bgpSourceExtendedCommunityList</td>
</tr>
<tr>
<td>Data Type</td>
<td>basicList, as specified in [RFC6313]</td>
</tr>
<tr>
<td>Data Type Semantics</td>
<td>list</td>
</tr>
<tr>
<td>Description</td>
<td>zero or more BGP Extended Communities corresponding with source IP address of a specific flow</td>
</tr>
<tr>
<td>Units</td>
<td>none</td>
</tr>
</tbody>
</table>

Figure 6: bgpSourceExtendedCommunityList

5.3. bgpDestinationExtendedCommunityList

<table>
<thead>
<tr>
<th>ElementID</th>
<th>to be assigned by IANA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>bgpDestinationExtendedCommunityList</td>
</tr>
<tr>
<td>Data Type</td>
<td>basicList, as specified in [RFC6313]</td>
</tr>
<tr>
<td>Data Type Semantics</td>
<td>list</td>
</tr>
<tr>
<td>Description</td>
<td>zero or more BGP Extended communities corresponding with destination IP address of a specific flow</td>
</tr>
<tr>
<td>Units</td>
<td>none</td>
</tr>
</tbody>
</table>

Figure 7: bgpDestinationExtendedCommunityList

6. IEs for BGP Large Community

[RFC8092] defines the BGP Large Communities attribute, which is suitable for use with all Autonomous System Numbers (ASNs) including four-octet ASNs. Each BGP Large Community is encoded as a 12-octet quantity with the format defined in [RFC8092].
In order to export BGP Large Community information together with other flow information by IPFIX, three new IEs are introduced. The first one is bgpLargeCommunity, which is used to identify that the value in this IE is a BGP Large Community. The other two are bgpSourceLargeCommunityList and bgpDestinationLargeCommunityList, which are both basicList [RFC6313] of bgpLargeCommunity, and are used to export the BGP Large Community information corresponding to a specific flow’s source IP and destination IP respectively.

The detailed information of the three new IEs are shown in the following sections.

6.1. bgpLargeCommunity

<table>
<thead>
<tr>
<th>ElementID</th>
<th>to be assigned by IANA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>bgpLargeCommunity</td>
</tr>
<tr>
<td>Data Type</td>
<td>octetArray</td>
</tr>
<tr>
<td>Data Type Semantics</td>
<td>default</td>
</tr>
<tr>
<td>Description</td>
<td>BGP Large Community as defined in [RFC8092]</td>
</tr>
<tr>
<td></td>
<td>The size of this Information Element MUST be 12 octets.</td>
</tr>
<tr>
<td>Units</td>
<td>none</td>
</tr>
</tbody>
</table>

Figure 8: bgpLargeCommunity

6.2. bgpSourceLargeCommunityList
### Figure 9: bgpSourceLargeCommunityList

6.3. bgpDestinationLargeCommunityList

### Figure 10: bgpDestinationLargeCommunityList

7. Operational Considerations

The maximum length of an IPFIX message is 65535 bytes as per [RFC7011], and the maximum length of a normal BGP message is 4096 bytes as per [RFC4271]. Since BGP communities, including standard, extended, and large communities, are BGP path attributes carried in BGP Update messages, the total length of these attributes cannot exceed the length of a BGP message, i.e. 4096 bytes. So one IPFIX
message with maximum length of 65535 bytes has enough space to fit all the communities related to a specific flow, both the source IP and the destination IP related.

[I-D.ietf-idr-bgp-extended-messages] extends the maximum size of a BGP Update message to 65535 bytes. Then theoretically the BGP community information related to a specific flow may exceed the length one IPFIX message. However, according to the information about the networks in the field, the number of BGP communities in one BGP route is usually no more than 10. Nevertheless, BGP speakers that support the extended message SHOULD be careful to export the BGP communities in the IPFIX message properly, such as only convey as many communities as possible in the IPFIX message. The collector which receives an IPFIX message with maximum length and BGP communities contained in its data set SHOULD be aware that the BGP communities may be truncated due to limited message space. In this case, it is RECOMMENDED to configure export policy of BGP communities on the exporter to limit the BGP communities to be exported, so as to only export some specific communities, or not to export some specific communities.

If needed, we may consider to extend the message length of IPFIX [RFC7011] from 16 bits to 32 bits to solve this problem completely. The detailed mechanism is out of the scope of this document.

To align with the size of BGP extended community and large community, the size of IE bgpExtendedCommunity and bgpLargeCommunity is 8 octets and 12 octets respectively. In the event that the bgpExtendedCommunity or bgpLargeCommunity IE is not of its expected size, the IPFIX collector SHOULD ignore it. This is intended to protect implementations using BGP logic from calling their parsing routines with invalid lengths.

For the proper processing of the exporter, when it receives the template requesting to report the BGP community information (refer Appendix A for an example), the exporter SHOULD obtain the corresponding BGP community information through BGP lookup using the corresponding source or destination IP of the specific traffic flow. When exporting the IPFIX information to the collector, the exporter SHOULD include the corresponding BGP communities in the IPFIX message.

8. Security Considerations

This document only defines new IEs for IPFIX. This document itself does not directly introduce security issues. The same security considerations as for the IPFIX Protocol Specification [RFC7011] and Information Model [RFC7012] apply.
As the BGP community information is deducible by other means, there are no increased privacy concerns, neither.

9. IANA Considerations

This draft specifies the following IPFIX IEs to export BGP community information along with other flow information.

The Element IDs for these IEs are solicited to be assigned by IANA. The following table is for IANA’s reference to put in each field in the registry.

<table>
<thead>
<tr>
<th>ElementID</th>
<th>Name</th>
<th>Data Type</th>
<th>Data Type Semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>TBA1</td>
<td>bgpCommunity</td>
<td>unsigned32</td>
<td>identifier</td>
</tr>
<tr>
<td>TBA2</td>
<td>bgpSourceCommunityList</td>
<td>basicList</td>
<td>list</td>
</tr>
<tr>
<td>TBA3</td>
<td>bgpDestinationCommunityList</td>
<td>basicList</td>
<td>list</td>
</tr>
<tr>
<td>TBA4</td>
<td>bgpExtendedCommunity</td>
<td>octetArray</td>
<td>default</td>
</tr>
<tr>
<td>TBA5</td>
<td>bgpSourceExtendedCommunityList</td>
<td>basicList</td>
<td>list</td>
</tr>
<tr>
<td>TBA6</td>
<td>bgpDestinationExtendedCommunityList</td>
<td>basicList</td>
<td>list</td>
</tr>
<tr>
<td>TBA7</td>
<td>bgpLargeCommunity</td>
<td>octetArray</td>
<td>default</td>
</tr>
<tr>
<td>TBA8</td>
<td>bgpSourceLargeCommunityList</td>
<td>basicList</td>
<td>list</td>
</tr>
<tr>
<td>TBA9</td>
<td>bgpDestinationLargeCommunityList</td>
<td>basicList</td>
<td>list</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ElementID</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>TBA1</td>
<td>BGP community as defined in [RFC1997]</td>
<td></td>
</tr>
<tr>
<td>TBA2</td>
<td>zero or more BGP communities corresponding with source IP address of a specific flow</td>
<td></td>
</tr>
<tr>
<td>TBA3</td>
<td>zero or more BGP communities corresponding with destination IP address of a specific flow</td>
<td></td>
</tr>
<tr>
<td>ElementID</td>
<td>Range</td>
<td>References</td>
</tr>
<tr>
<td>-----------</td>
<td>-------</td>
<td>------------</td>
</tr>
<tr>
<td>TBA1</td>
<td></td>
<td>RFC1997</td>
</tr>
<tr>
<td>TBA2</td>
<td></td>
<td>RFC6313,RFC1997</td>
</tr>
<tr>
<td>TBA3</td>
<td></td>
<td>RFC6313,RFC1997</td>
</tr>
<tr>
<td>TBA4</td>
<td></td>
<td>RFC4360</td>
</tr>
<tr>
<td>TBA5</td>
<td></td>
<td>RFC6313,RFC4360</td>
</tr>
<tr>
<td>TBA6</td>
<td></td>
<td>RFC6313,RFC4360</td>
</tr>
<tr>
<td>TBA7</td>
<td></td>
<td>RFC8092</td>
</tr>
<tr>
<td>TBA8</td>
<td></td>
<td>RFC6313,RFC8092</td>
</tr>
<tr>
<td>TBA9</td>
<td></td>
<td>RFC6313,RFC8092</td>
</tr>
</tbody>
</table>

Figure 11: IANA Considerations
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Appendix A. Encoding Example

In this section, we give an example to show the encoding format for the new introduced IEs.

Flow information including BGP communities is shown in the below table. Suppose we want all the fields to be reported by IPFIX.

<table>
<thead>
<tr>
<th>Source IP</th>
<th>Destination IP</th>
<th>BGP community corresponding with Source IP</th>
<th>BGP community corresponding with Destination IP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1.1.1</td>
<td>2.2.2.2</td>
<td>1:1001,1:1002,8:1001</td>
<td>2:1002,8:1001</td>
</tr>
<tr>
<td>3.3.3.3</td>
<td>4.4.4.4</td>
<td>3:1001,3:1002,8:1001</td>
<td>4:1001,8:1001</td>
</tr>
</tbody>
</table>

Figure 12: Flow information including BGP communities

A.1. Template Record

<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SET ID = 2</td>
<td>Length = 24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Template ID = 256</td>
<td>Field Count = 4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SourceIPv4Address = 8</td>
<td>Field length = 4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DestinationIPv4Address = 12</td>
<td>Field length = 4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bgpSourceCommunityList = TBA2</td>
<td>Field length = 0xFFFF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bgpDestinationCommunityList = TBA3</td>
<td>Field length = 0xFFFF</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 13: Template Record Encoding Format

In this example, the Template ID is 256, which will be used in the Data Record. The field length for bgpSourceCommunityList and bgpDestinationCommunityList is 0xFFFF, which means the length of this
IE is variable, the actual length of this IE is indicated by the list length field in the basic list format as per [RFC6313].

A.2. Data Set

The data set is represented as follows:

```
0                   1                   2                   3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
<p>|         SET ID = 256          |           Length = 92         |
|---------------------------------|</p>
<table>
<thead>
<tr>
<th>SourceIPv4Address = 1.1.1.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>DestinationIPv4Address = 2.2.2.2</td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>255</td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>bgpCommunity = TBA1</td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>BGP Source Community Value 1 = 1:1001</td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>BGP Source Community Value 2 = 1:1002</td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>BGP Source Community Value 3 = 8:1001</td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>255</td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>bgpCommunity = TBA1</td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>BGP Destination Community Value 1 = 2:1002</td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>BGP Destination Community Value 2 = 8:1001</td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>SourceIPv4Address = 3.3.3.3</td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>DestinationIPv4Address = 4.4.4.4</td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>255</td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>bgpCommunity = TBA1</td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>BGP Source Community Value 1 = 3:1001</td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>BGP Source Community Value 2 = 3:1002</td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>BGP Source Community Value 3 = 8:1001</td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
</tbody>
</table>
```
Figure 14: Data Set Encoding Format
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Abstract

This memo specifies a component-based architecture for manufacturer usage descriptions (MUD). The goal of MUD is to provide a means for end devices to signal to the network what sort of access and network functionality they require to properly function. The initial focus is on access control. Later work can delve into other aspects.

This memo specifies two YANG modules, IPv4 and IPv6 DHCP options, an LLDP TLV, a URL, an X.509 certificate extension and a means to sign and verify the descriptions.
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1. Introduction

The Internet has largely been constructed for general purpose computers, those devices that may be used for a purpose that is specified by those who own the device. [RFC1984] presumed that an end device would be most capable of protecting itself. This made sense when the typical device was a workstation or a mainframe, and it continues to make sense for general purpose computing devices today, including laptops, smart phones, and tablets.

[RFC7452] discusses design patterns for, and poses questions about, smart objects. Let us then posit a group of objects that are specifically not intended to be used for general purpose computing tasks. These devices, which this memo refers to as Things, have a specific purpose. By definition, therefore, all other uses are not intended. If a small number of communication patterns follows from those small number of uses, the combination of these two statements can be restated as a manufacturer usage description (MUD) that can be applied at various points within a network. MUD primarily addresses
threats to the device rather than the device as a threat. In some circumstances, however, MUD may offer some protection in the latter case, depending on the MUD-URL is communicated, and how devices and their communications are authenticated.

We use the notion of "manufacturer" loosely in this context to refer to the entity or organization that will state how a device is intended to be used. For example, in the context of a lightbulb, this might indeed be the lightbulb manufacturer. In the context of a smarter device that has a built in Linux stack, it might be an integrator of that device. The key points are that the device itself is assumed to serve a limited purpose, and that there exists an organization in the supply chain of that device that will take responsibility for informing the network about that purpose.

The intent of MUD is to provide the following:

- Substantially reduce the threat surface on a device to those communications intended by the manufacturer.
- Provide a means to scale network policies to the ever-increasing number of types of devices in the network.
- Provide a means to address at least some vulnerabilities in a way that is faster than the time it might take to update systems. This will be particularly true for systems that are no longer supported.
- Keep the cost of implementation of such a system to the bare minimum.
- Provide a means of extensibility for manufacturers to express other device capabilities or requirements.

MUD consists of three architectural building blocks:

- A URL that can be used to locate a description;
- The description itself, including how it is interpreted, and;
- A means for local network management systems to retrieve the description.

MUD is most effective when the network is able to identify in some way the remote endpoints that Things will talk to.

In this specification we describe each of these building blocks and how they are intended to be used together. However, they may also be
used separately, independent of this specification, by local deployments for their own purposes.

1.1. What MUD Doesn’t Do

MUD is not intended to address network authorization of general purpose computers, as their manufacturers cannot envision a specific communication pattern to describe. In addition, even those devices that have a single or small number of uses might have very broad communication patterns. MUD on its own is not for them either.

Although MUD can provide network administrators with some additional protection when device vulnerabilities exist, it will never replace the need for manufacturers to patch vulnerabilities.

Finally, no matter what the manufacturer specifies in a MUD file, these are not directives, but suggestions. How they are instantiated locally will depend on many factors and will be ultimately up to the local network administrator, who must decide what is appropriate in a given circumstances.

1.2. A Simple Example

A light bulb is intended to light a room. It may be remotely controlled through the network, and it may make use of a rendezvous service of some form that an application on a smart phone. What we can say about that light bulb, then, is that all other network access is unwanted. It will not contact a news service, nor speak to the refrigerator, and it has no need of a printer or other devices. It has no social networking friends. Therefore, an access list applied to it that states that it will only connect to the single rendezvous service will not impede the light bulb in performing its function, while at the same time allowing the network to provide both it and other devices an additional layer of protection.

1.3. Terminology

MUD: manufacturer usage description.

MUD file: a file containing YANG-based JSON that describes a Thing and associated suggested specific network behavior.

MUD file server: a web server that hosts a MUD file.

MUD manager: the system that requests and receives the MUD file from the MUD server. After it has processed a MUD file, it may direct changes to relevant network elements.
MUD controller: a synonym that has been used in the past for MUD manager.

MUD URL: a URL that can be used by the MUD manager to receive the MUD file.

Thing: the device emitting a MUD URL.

Manufacturer: the entity that configures the Thing to emit the MUD URL and the one who asserts a recommendation in a MUD file. The manufacturer might not always be the entity that constructs a Thing. It could, for instance, be a systems integrator, or even a component provider.

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in BCP 14 [RFC2119] [RFC8174] when, and only when, they appear in all capitals, as shown here.

1.4. Determining Intended Use

The notion of intended use is in itself not new. Network administrators apply access lists every day to allow for only such use. This notion of white listing was well described by Chapman and Zwicky in [FW95]. Profiling systems that make use of heuristics to identify types of systems have existed for years as well.

A Thing could just as easily tell the network what sort of access it requires without going into what sort of system it is. This would, in effect, be the converse of [RFC7488]. In seeking a general solution, however, we assume that a device will implement functionality necessary to fulfill its limited purpose. This is basic economic constraint. Unless the network would refuse access to such a device, its developers would have no reason to provide the network any information. To date, such an assertion has held true.

1.5. Finding A Policy: The MUD URL

Our work begins with the device emitting a Universal Resource Locator (URL) [RFC3986]. This URL serves both to classify the device type and to provide a means to locate a policy file.

MUD URLs MUST use the HTTPS scheme [RFC7230].

In this memo three means are defined to emit the MUD URL, as follows:
A DHCP option [RFC2131], [RFC3315] that the DHCP client uses to inform the DHCP server. The DHCP server may take further actions, such as act as the MUD manager or otherwise pass the MUD URL along to the MUD manager.

An X.509 constraint. The IEEE has developed [IEEE8021AR] that provides a certificate-based approach to communicate device characteristics, which itself relies on [RFC5280]. The MUD URL extension is non-critical, as required by IEEE 802.1AR. Various means may be used to communicate that certificate, including Tunnel Extensible Authentication Protocol (TEAP) [RFC7170].

Finally, a Link Layer Discovery Protocol (LLDP) frame is defined [IEEE8021AB].

It is possible that there may be other means for a MUD URL to be learned by a network. For instance, some devices may already be fielded or have very limited ability to communicate a MUD URL, and yet can be identified through some means, such as a serial number or a public key. In these cases, manufacturers may be able to map those identifiers to particular MUD URLs (or even the files themselves). Similarly, there may be alternative resolution mechanisms available for situations where Internet connectivity is limited or does not exist. Such mechanisms are not described in this memo, but are possible. Implementors are encouraged to allow for this sort of flexibility of how MUD URLs may be learned.

1.6. Processing of the MUD URL

MUD managers that are able to do so SHOULD retrieve MUD URLs and signature files as per [RFC7230], using the GET method [RFC7231]. They MUST validate the certificate using the rules in [RFC2818], Section 3.1.

Requests for MUD URLs SHOULD include an "Accept" header ([RFC7231], Section 5.3.2) containing "application/mud+json", an "Accept-Language" header field ([RFC7231], Section 5.3.5), and a "User-Agent" header ([RFC7231], Section 5.5.3).

MUD managers SHOULD automatically process 3xx response status codes.

If a MUD manager is not able to fetch a MUD URL, other means MAY be used to import MUD files and associated signature files. So long as the signature of the file can be validated, the file can be used. In such environments, controllers SHOULD warn administrators when cache-validity expiry is approaching so that they may check for new files.
It may not be possible for a MUD manager to retrieve a MUD file at any given time. Should a MUD manager fail to retrieve a MUD file, it SHOULD consider the existing one safe to use, at least for a time. After some period, it SHOULD log that it has been unable to retrieve the file. There may be very good reasons for such failures, including the possibility that the MUD manager is in an off-line environment, the local Internet connection has failed, or the remote Internet connection has failed. It is also possible that an attacker is attempting to interfere with the deployment of a device. It is a local decision as to how to handle such circumstances.

1.7. Types of Policies

When the MUD URL is resolved, the MUD manager retrieves a file that describes what sort of communications a device is designed to have. The manufacturer may specify either specific hosts for cloud based services or certain classes for access within an operational network. An example of a class might be "devices of a specified manufacturer type", where the manufacturer type itself is indicated simply by the authority component (e.g., the domain name) of the MUD URL. Another example might be to allow or disallow local access. Just like other policies, these may be combined. For example:

- Allow access to devices of the same manufacturer
- Allow access to and from controllers via Constrained Application Protocol (CoAP) [RFC7252]
- Allow access to local DNS/NTP
- Deny all other access

A printer might have a description that states:

- Allow access for port IPP or port LPD
- Allow local access for port HTTP
- Deny all other access

In this way anyone can print to the printer, but local access would be required for the management interface.

The files that are retrieved are intended to be closely aligned to existing network architectures so that they are easy to deploy. We make use of YANG [RFC7950] because it provides accurate and adequate models for use by network devices. JSON [RFC8259] is used as a
While the policy examples given here focus on access control, this is not intended to be the sole focus. By structuring the model described in this document with clear extension points, other descriptions could be included. One that often comes to mind is quality of service.

The YANG modules specified here are extensions of [I-D.ietf-netmod-acl-model]. The extensions to this model allow for a manufacturer to express classes of systems that a manufacturer would find necessary for the proper function of the device. Two modules are specified. The first module specifies a means for domain names to be used in ACLs so that devices that have their controllers in the cloud may be appropriately authorized with domain names, where the mapping of those names to addresses may rapidly change.

The other module abstracts away IP addresses into certain classes that are instantiated into actual IP addresses through local processing. Through these classes, manufacturers can specify how the device is designed to communicate, so that network elements can be configured by local systems that have local topological knowledge. That is, the deployment populates the classes that the manufacturer specifies. The abstractions below map to zero or more hosts, as follows:

Manufacturer: A device made by a particular manufacturer, as identified by the authority component of its MUD URL

same-manufacturer: Devices that have the same authority component of their MUD URL.

controller: Devices that the local network administrator admits to the particular class.

my-controller: Devices intended to serve as controllers for the MUD-URL that the Thing emitted.

local: The class of IP addresses that are scoped within some administrative boundary. By default it is suggested that this be the local subnet.

The "manufacturer" classes can be easily specified by the manufacturer, whereas controller classes are initially envisioned to be specified by the administrator.
Because manufacturers do not know who will be using their devices, it is important for functionality referenced in usage descriptions to be relatively ubiquitous and mature. For these reasons the YANG-based configuration in a MUD file is limited to either the modules specified or referenced in this document, or those specified in documented extensions.

1.8. The Manufacturer Usage Description Architecture

With these components laid out we now have the basis for an architecture. This leads us to ASCII art.

```
.................................
  .
  .
  .
  .  End system network
  .
  .
  .
  .  Thing ---->MUD URL-->
  .
  .  (dhcp et al)
  .
  .
  .

Figure 1: MUD Architecture
```

In the above diagram, the switch or router collects MUD URLs and forwards them to the MUD manager (a network management system) for processing. This happens in different ways, depending on how the URL is communicated. For instance, in the case of DHCP, the DHCP server might receive the URL and then process it. In the case of IEEE 802.1X [IEEE8021X], the switch would carry the URL via a certificate to the authentication server via EAP over Radius [RFC3748], which would then process it. One method to do this is TEAP, described in [RFC7170]. The certificate extension is described below.

The information returned by the MUD file server is valid for as long as the Thing is connected. There is no expiry. However, if the MUD manager has detected that the MUD file for a Thing has changed, it SHOULD update the policy expeditiously, taking into account whatever approval flow is required in a deployment. In this way, new recommendations from the manufacturer can be processed in a timely fashion.
The information returned by the MUD file server (a web server) is
valid for the duration of the Thing’s connection, or as specified in
the description. Thus if the Thing is disconnected, any associated
configuration in the switch can be removed. Similarly, from time to
time the description may be refreshed, based on new capabilities or
communication patterns or vulnerabilities.

The web server is typically run by or on behalf of the manufacturer.
Its domain name is that of the authority found in the MUD URL. For
legacy cases where Things cannot emit a URL, if the switch is able to
determine the appropriate URL, it may proxy it. In the trivial case
it may hardcode MUD-URL on a switch port or a map from some available
identifier such as an L2 address or certificate hash to a MUD-URL.

The role of the MUD manager in this environment is to do the
following:

- receive MUD URLs,
- fetch MUD files,
- translate abstractions in the MUD files to specific network
element configuration,
- maintain and update any required mappings of the abstractions, and
- update network elements with appropriate configuration.

A MUD manager may be a component of a AAA or network management
system. Communication within those systems and from those systems to
network elements is beyond the scope of this memo.

1.9. Order of operations

As mentioned above, MUD contains architectural building blocks, and
so order of operation may vary. However, here is one clear intended
example:

1. Thing emits URL.

2. That URL is forwarded to a MUD manager by the nearest switch (how
   this happens depends on the way in which the MUD URL is emitted).

3. The MUD manager retrieves the MUD file and signature from the MUD
   file server, assuming it doesn’t already have copies. After
   validating the signature, it may test the URL against a web or
domain reputation service, and it may test any hosts within the
file against those reputation services, as it deems fit.
4. The MUD manager may query the administrator for permission to add the Thing and associated policy. If the Thing is known or the Thing type is known, it may skip this step.

5. The MUD manager instantiates local configuration based on the abstractions defined in this document.

6. The MUD manager configures the switch nearest the Thing. Other systems may be configured as well.

7. When the Thing disconnects, policy is removed.

2. The MUD Model and Semantic Meaning

A MUD file consists of a YANG model instance that has been serialized in JSON [RFC7951]. For purposes of MUD, the nodes that can be modified are access lists as augmented by this model. The MUD file is limited to the serialization of only the following YANG schema:

- ietf-access-control-list [I-D.ietf-netmod-acl-model]
- ietf-mud (this document)
- ietf-acldns (this document)

Extensions may be used to add additional schema. This is described further on.

To provide the widest possible deployment, publishers of MUD files SHOULD make use of the abstractions in this memo and avoid the use of IP addresses. A MUD manager SHOULD NOT automatically implement any MUD file that contains IP addresses, especially those that might have local significance. The addressing of one side of an access list is implicit, based on whether it is applied as to-device-policy or from-device-policy.

With the exceptions of "name" of the ACL, "type", "name" of the ACE, and TCP and UDP source and destination port information, publishers of MUD files SHOULD limit the use of ACL model leaf nodes expressed to those found in this specification. Absent any extensions, MUD files are assumed to implement only the following ACL model features:

- match-on-ipv4, match-on-ipv6, match-on-tcp, match-on-udp, match-on-icmp

Furthermore, only "accept" or "drop" actions SHOULD be included. A MUD manager MAY choose to interpret "reject" as "drop". A MUD manager SHOULD ignore all other actions. This is because
manufacturers do not have sufficient context within a local deployment to know whether reject is appropriate. That is a decision that should be left to a network administrator.

Given that MUD does not deal with interfaces, the support of the "ietf-interfaces" module [RFC8343] is not required. Specifically, the support of interface-related features and branches (e.g., interface-attachment and interface-stats) of the ACL YANG module is not required.

In fact, MUD managers MAY ignore any particular component of a description or MAY ignore the description in its entirety, and SHOULD carefully inspect all MUD descriptions. Publishers of MUD files MUST NOT include other nodes except as described in Section 3.9. See that section for more information.

2.1. The IETF-MUD YANG Module

This module is structured into three parts:

- The first component, the "mud" container, holds information that is relevant to retrieval and validity of the MUD file itself, as well as policy intended to and from the Thing.

- The second component augments the matching container of the ACL model to add several nodes that are relevant to the MUD URL, or otherwise abstracted for use within a local environment.

- The third component augments the tcp-acl container of the ACL model to add the ability to match on the direction of initiation of a TCP connection.

A valid MUD file will contain two root objects, a "mud" container and an "acls" container. Extensions may add additional root objects as required. As a reminder, when parsing acls, elements within a "match" block are logically ANDed. In general, a single abstraction in a match statement should be used. For instance, it makes little sense to match both "my-controller" and "controller" with an argument, since they are highly unlikely to be the same value.

A simplified graphical representation of the data models is used in this document. The meaning of the symbols in these diagrams is explained in [RFC8340].
module: ietf-mud

---rw mud!
  ---rw mud-version uint8
  ---rw mud-url inet:uri
  ---rw last-update yang:date-and-time
  ---rw mud-signature? inet:uri
  ---rw cache-validity? uint8
  ---rw is-supported boolean
  ---rw systeminfo? string
  ---rw mfg-name? string
  ---rw model-name? string
  ---rw firmware-rev? string
  ---rw software-rev? string
  ---rw documentation? inet:uri
  ---rw extensions* string
  ---rw from-device-policy
    ---rw acls
      ---rw access-list* [name]
        ---rw name -> /acl:acls/acl/name
  ---rw to-device-policy
    ---rw acls
      ---rw access-list* [name]
        ---rw name -> /acl:acls/acl/name

  ---rw mud
    ---rw manufacturer? inet:host
    ---rw same-manufacturer? empty
    ---rw model? inet:uri
    ---rw local-networks? empty
    ---rw controller? inet:uri
    ---rw my-controller? empty

  ---rw direction-initiated? direction

3. MUD model definitions for the root mud container

3.1. mud-version

This node specifies the integer version of the MUD specification. This memo specifies version 1.
3.2.  mud-url

This URL identifies the MUD file. This is useful when the file and associated signature are manually uploaded, say, in an offline mode.

3.3.  to-device-policy and from-device-policy containers

[I-D.ietf-netmod-acl-model] describes access-lists. In the case of MUD, a MUD file must be explicit in describing the communication pattern of a Thing, and that includes indicating what is to be permitted or denied in either direction of communication. Hence each of these containers indicates the appropriate direction of a flow in association with a particular Thing. They contain references to specific access-lists.

3.4.  last-update

This is a date-and-time value of when the MUD file was generated. This is akin to a version number. Its form is taken from [RFC6991] which, for those keeping score, in turn was taken from Section 5.6 of [RFC3339], which was taken from [ISO.8601.1988].

3.5.  cache-validity

This uint8 is the period of time in hours that a network management station MUST wait since its last retrieval before checking for an update. It is RECOMMENDED that this value be no less than 24 and MUST NOT be more than 168 for any Thing that is supported. This period SHOULd be no shorter than any period determined through HTTP caching directives (e.g., "cache-control" or "Expires"). N.B., expiring of this timer does not require the MUD manager to discard the MUD file, nor terminate access to a Thing. See Section 16 for more information.

3.6.  is-supported

This boolean is an indication from the manufacturer to the network administrator as to whether or not the Thing is supported. In this context a Thing is said to not be supported if the manufacturer intends never to issue a firmware or software update to the Thing or never update the MUD file. A MUD manager MAY still periodically check for updates.

3.7.  systeminfo

This is a textual UTF-8 description of the Thing to be connected. The intent is for administrators to be able to see a brief
displayable description of the Thing. It SHOULD NOT exceed 60 characters worth of display space.

3.8. mfg-name, software-rev, model-name firmware-rev

These optional fields are filled in as specified by [RFC8348]. Note that firmware-rev and software-rev MUST NOT be populated in a MUD file if the device can be upgraded but the MUD-URL cannot be. This would be the case, for instance, with MUD-URLs that are contained in 802.1AR certificates.

3.9. extensions

This optional leaf-list names MUD extensions that are used in the MUD file. Note that MUD extensions MUST NOT be used in a MUD file without the extensions being declared. Implementations MUST ignore any node in this file that they do not understand.

Note that extensions can either extend the MUD file as described in the previous paragraph, or they might reference other work. An extension example can be found in Appendix C.

4. Augmentation to the ACL Model

Note that in this section, when we use the term "match" we are referring to the ACL model "matches" node.

4.1. manufacturer

This node consists of a hostname that would be matched against the authority component of another Thing’s MUD URL. In its simplest form "manufacturer" and "same-manufacturer" may be implemented as access-lists. In more complex forms, additional network capabilities may be used. For example, if one saw the line "manufacturer": "flobbity.example.com", then all Things that registered with a MUD URL that contained flobbity.example.com in its authority section would match.

4.2. same-manufacturer

This null-valued node is an equivalent for when the manufacturer element is used to indicate the authority that is found in another Thing’s MUD URL matches that of the authority found in this Thing’s MUD URL. For example, if the Thing’s MUD URL were https://bl.example.com/ThingV1, then all devices that had MUD URL with an authority section of bl.example.com would match.
4.3. documentation

This URI consists of a URL that points to documentation relating to the device and the MUD file. This can prove particularly useful when the "controller" class is used, so that its use can be explained.

4.4. model

This string matches the entire MUD URL, thus covering the model that is unique within the context of the authority. It may contain not only model information, but versioning information as well, and any other information that the manufacturer wishes to add. The intended use is for devices of this precise class to match, to permit or deny communication between one another.

4.5. local-networks

This null-valued node expands to include local networks. Its default expansion is that packets must not traverse toward a default route that is received from the router. However, administrators may expand the expression as is appropriate in their deployments.

4.6. controller

This URI specifies a value that a controller will register with the MUD manager. The node then is expanded to the set of hosts that are so registered. This node may also be a URN. In this case, the URN describes a well known service, such as DNS or NTP, that has been standardized. Both of those URNs may be found in Section 17.6.

When "my-controller" is used, it is possible that the administrator will be prompted to populate that class for each and every model. Use of "controller" with a named class allows the user to populate that class only once for many different models that a manufacturer may produce.

Controller URIs MAY take the form of a URL (e.g. "http[s]://"). However, MUD managers MUST NOT resolve and retrieve such files, and it is RECOMMENDED that there be no such file at this time, as their form and function may be defined at a point in the future. For now, URLs should serve simply as class names and may be populated by the local deployment administrator.

Great care should be taken by MUD managers when invoking the controller class in the form of URLs. For one thing, it requires some understanding by the administrator as to when it is appropriate. Pre-registration in such classes by controllers with the MUD server
is encouraged. The mechanism to do that is beyond the scope of this work.

4.7. my-controller

This null-valued node signals to the MUD manager to use whatever mapping it has for this MUD URL to a particular group of hosts. This may require prompting the administrator for class members. Future work should seek to automate membership management.

4.8. direction-initiated

This MUST only be applied to TCP. This matches the direction in which a TCP connection is initiated. When direction initiated is "from-device", packets that are transmitted in the direction of a thing MUST be dropped unless the thing has first initiated a TCP connection. By way of example, this node may be implemented in its simplest form by looking at naked SYN bits, but may also be implemented through more stateful mechanisms.

When applied this matches packets when the flow was initiated in the corresponding direction. [RFC6092] specifies IPv6 guidance best practices. While that document is scoped specifically to IPv6, its contents are applicable for IPv4 as well.

5. Processing of the MUD file

To keep things relatively simple in addition to whatever definitions exist, we also apply two additional default behaviors:

- Anything not explicitly permitted is denied.
- Local DNS and NTP are, by default, permitted to and from the Thing.

An explicit description of the defaults can be found in Appendix B. These are applied AFTER all other explicit rules. Thus, a default behavior can be changed with a "drop" action.

6. What does a MUD URL look like?

MUD URLs are required to use the HTTPS scheme, in order to establish the MUD file server’s identity and assure integrity of the MUD file.

Any "https://" URL can be a MUD URL. For example:
A manufacturer may construct a MUD URL in any way, so long as it makes use of the "https" schema.

7. The MUD YANG Model

<CODE BEGINS>file "ietf-mud@2018-06-15.yang"
module ietf-mud {  
  yang-version 1.1;  
  namespace "urn:ietf:params:xml:ns:yang:ietf-mud";  
  prefix ietf-mud;  

  import ietf-access-control-list {  
    prefix acl;  
  }  
  import ietf-yang-types {  
    prefix yang;  
  }  
  import ietf-inet-types {  
    prefix inet;  
  }

  organization  
    "IETF OPSAWG (Ops Area) Working Group";  
  contact  
    "WG Web: http://tools.ietf.org/wg/opsawg/  
      WG List: opsawg@ietf.org  
      Author: Eliot Lear  
        lear@cisco.com  
      Author: Ralph Droms  
        rdroms@gmail.com  
      Author: Dan Romascanu  
        dromasca@gmail.com  
    
    ";  
  description  
    "This YANG module defines a component that augments the  
      IETF description of an access list. This specific module  
      focuses on additional filters that include local, model,  
      and same-manufacturer.  

      This module is intended to be serialized via JSON and stored  
      as a file, as described in RFC XXXX [RFC Editor to fill in with  
      this document #].  

    

typedef direction {
  type enumeration {
    enum to-device {
      description
      "packets or flows destined to the target Thing";
    }
    enum from-device {
      description
      "packets or flows destined from the target Thing";
    }
  }
  description
  "Which way are we talking about?";
}

container mud {
  presence "Enabled for this particular MUD URL";
  description
  "MUD related information, as specified by RFC-XXXX [RFC Editor to fill in].";
  uses mud-grouping;
}

grouping mud-grouping {
  description
  "Information about when support end(ed), and when to refresh";
}
leaf mud-version {
  type uint8;
  mandatory true;
  description "This is the version of the MUD specification. This memo specifies version 1.";
}

leaf mud-url {
  type inet:uri;
  mandatory true;
  description "This is the MUD URL associated with the entry found in a MUD file.";
}

leaf last-update {
  type yang:date-and-time;
  mandatory true;
  description "This is intended to be when the current MUD file was generated. MUD Managers SHOULD NOT check for updates between this time plus cache validity";
}

leaf mud-signature {
  type inet:uri;
  description "A URI that resolves to a signature as described in this specification.";
}

leaf cache-validity {
  type uint8 {
    range "1..168";
  }
  units "hours";
  default "48";
  description "The information retrieved from the MUD server is valid for these many hours, after which it should be refreshed. N.B. MUD manager implementations need not discard MUD files beyond this period.";
}

leaf is-supported {
  type boolean;
  mandatory true;
  description "This boolean indicates whether or not the Thing is currently supported by the manufacturer.";
}

leaf systeminfo {
type string;
description
"A UTF-8 description of this Thing. This should be a brief description that may be displayed to the user to determine whether to allow the Thing on the network."
}
leaf mfg-name {
  type string;
description
"Manufacturer name, as described in the ietf-hardware YANG module."
}
leaf model-name {
  type string;
description
"Model name, as described in the ietf-hardware YANG module."
}
leaf firmware-rev {
  type string;
description
"firmware-rev, as described in the ietf-hardware YANG module. Note this field MUST NOT be included when the device can be updated but the MUD-URL cannot."
}
leaf software-rev {
  type string;
description
"software-rev, as described in the ietf-hardware YANG module. Note this field MUST NOT be included when the device can be updated but the MUD-URL cannot."
}
leaf documentation {
  type inet:uri;
description
"This URL points to documentation that relates to this device and any classes that it uses in its MUD file. A caution: MUD managers need not resolve this URL on their own, but rather simply provide it to the administrator. Parsing HTML is not an intended function of a MUD manager."
}
leaf-list extensions {
  type string {

length "1..40";
}

description
"A list of extension names that are used in this MUD
file. Each name is registered with the IANA and
described in an RFC.";
}

container from-device-policy {

description
"The policies that should be enforced on traffic
coming from the device. These policies are not
necessarily intended to be enforced at a single
point, but may be rendered by the controller to any
relevant enforcement points in the network or
elsewhere.";
uses access-lists;
}

container to-device-policy {

description
"The policies that should be enforced on traffic
going to the device. These policies are not
necessarily intended to be enforced at a single
point, but may be rendered by the controller to any
relevant enforcement points in the network or
elsewhere.";
uses access-lists;
}

}


grouping access-lists {

description
"A grouping for access lists in the context of device
policy.";
container access-lists {

description
"The access lists that should be applied to traffic
to or from the device.";
list access-list {
key "name";

description
"Each entry on this list refers to an ACL that
should be present in the overall access list
data model. Each ACL is identified by name and
type.";
leaf name {

type leafref {
  path "/acl:acls/acl:acl/acl:name";
}
}
  description
  "adding abstractions to avoid need of IP addresses";
  container mud {
    description
    "MUD-specific matches.";
    leaf manufacturer {
      type inet:host;
      description
      "A domain that is intended to match the authority section of the MUD URL. This node is used to specify one or more manufacturers a device should be authorized to access.";
    }
    leaf same-manufacturer {
      type empty;
      description
      "This node matches the authority section of the MUD URL of a Thing. It is intended to grant access to all devices with the same authority section.";
    }
    leaf model {
      type inet:uri;
      description
      "Devices of the specified model type will match if they have an identical MUD URL.";
    }
    leaf local-networks {
      type empty;
      description
      "IP addresses will match this node if they are considered local addresses. A local address may be a list of locally defined prefixes and masks that indicate a particular administrative scope.";
    }
    leaf controller {
      type inet:uri;
      description
      "This node names a class that has associated with it zero or more IP addresses to match against. These may be scoped to a manufacturer or via a standard
8. The Domain Name Extension to the ACL Model

This module specifies an extension to IETF-ACL model such that domain names may be referenced by augmenting the "matches" node. Different implementations may deploy differing methods to maintain the mapping between IP address and domain name, if indeed any are needed. However, the intent is that resources that are referred to using a name should be authorized (or not) within an access list.

The structure of the change is as follows:

module: ietf-acldns
  augment /acl:acls/acl:acl/acl:aces/acl:ace/
      +++rw src-dnsname?     inet:host
      +++rw dst-dnsname?     inet:host
  augment /acl:acls/acl:acl/acl:aces/acl:ace/
    acl:matches/acl:l3/acl:ipv6/acl:ipv6:
      +++rw src-dnsname?     inet:host
      +++rw dst-dnsname?     inet:host
The choice of these particular points in the access-list model is based on the assumption that we are in some way referring to IP-related resources, as that is what the DNS returns. A domain name in our context is defined in [RFC6991]. The augmentations are replicated across IPv4 and IPv6 to allow MUD file authors the ability to control the IP version that the Thing may utilize.

The following node are defined.

8.1. src-dnsname

The argument corresponds to a domain name of a source as specified by inet:host. A number of means may be used to resolve hosts. What is important is that such resolutions be consistent with ACLs required by Things to properly operate.

8.2. dst-dnsname

The argument corresponds to a domain name of a destination as specified by inet:host. See the previous section relating to resolution.

Note when using either of these with a MUD file, because access is associated with a particular Thing, MUD files MUST NOT contain either a src-dnsname in an ACL associated with from-device-policy or a dst-dnsname associated with to-device-policy.

8.3. The ietf-acldns Model

<CODE BEGINS>file "ietf-acldns@2018-06-15.yang"
module ietf-acldns {
  yang-version 1.1;
  namespace "urn:ietf:params:xml:ns:yang:ietf-acldns";
  prefix ietf-acldns;

  import ietf-access-control-list {
    prefix acl;
  }
  import ietf-inet-types {
    prefix inet;
  }

  organization "IETF OPSAWG (Ops Area) Working Group";
  contact
    *WG Web: http://tools.ietf.org/wg/opsawg/
    WG List: opsawg@ietf.org
    Author: Eliot Lear
</CODE>
Internet-Draft       Manufacturer Usage Descriptions           June 2018

lear@cisco.com
Author: Ralph Droms
rdroms@gmail.com
Author: Dan Romascanu
dromasca@gmail.com
*

description
"This YANG module defines a component that augments the
IETF description of an access list to allow DNS names
as matching criteria.";

revision 2018-06-15 {
  description
  "Base version of dnsname extension of ACL model";
  reference
  "RFC XXXX: Manufacturer Usage Description
     Specification";
}

grouping dns-matches {
  description
    "Domain names for matching.";
  leaf src-dnsname {
    type inet:host;
    description
      "domain name to be matched against";
  }
  leaf dst-dnsname {
    type inet:host;
    description
      "domain name to be matched against";
  }
}

  description
    "Adding domain names to matching";
  uses dns-matches;
}

  "/acl:l3/acl:ipv6/acl:ipv6" {
  description
    "Adding domain names to matching";
  uses dns-matches;
}
}

<CODE ENDS>
9. MUD File Example

This example contains two access lists that are intended to provide outbound access to a cloud service on TCP port 443.

```json
{
    "ietf-mud:mud": {
        "mud-version": 1,
        "mud-url": "https://lighting.example.com/lightbulb2000",
        "last-update": "2018-03-02T11:20:51+01:00",
        "cache-validity": 48,
        "is-supported": true,
        "systeminfo": "The BMS Example Lightbulb",
        "from-device-policy": {
            "access-lists": {
                "access-list": [<object>]
            },
            "to-device-policy": {
                "access-lists": {
                    "access-list": [<object>]
                }
            }
        },
        "ietf-access-control-list:acls": {
            "acl": [<object>]
        }
    }
}
```

"name": "mud-76100-v6fr",
"name": "mud-76100-v6to",
"type": "ipv6-acl-type",
"aces": {
    "ace": [<object>]
}
"name": "cl0-todev",
"matches": {
    "ipv6": {
        "ietf-acldns:src-dnsname": "test.example.com",
        "protocol": 6
    },
    "tcp": {
        "ietf-mud:direction-initiated": "from-device",
```
In this example, two policies are declared, one from the Thing and the other to the Thing. Each policy names an access list that applies to the Thing, and one that applies from. Within each access
list, access is permitted to packets flowing to or from the Thing that can be mapped to the domain name of "service.bms.example.com". For each access list, the enforcement point should expect that the Thing initiated the connection.

10. The MUD URL DHCP Option

The IPv4 MUD URL client option has the following format:

```
+-----------+------+
| code      | len   | MUDstring
+-----------+------+
```

Code OPTION_MUD_URL_V4 (161) is assigned by IANA. len is a single octet that indicates the length of MUD string in octets. The MUD string is defined as follows:

```
MUDstring = mudurl [ " " reserved ]
mudurl = URI; a URL [RFC3986] that uses the "https" schema [RFC7230] reserved = 1*( OCTET ) ; from [RFC5234]
```

The entire option MUST NOT exceed 255 octets. If a space follows the MUD URL, a reserved string that will be defined in future specifications follows. MUD managers that do not understand this field MUST ignore it.

The IPv6 MUD URL client option has the following format:

```
0                   1                   2                   3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|         OPTION_MUD_URL_V6     |        option-length          |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                            MUDstring                          |
|                                                               |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

OPTION_MUD_URL_V6 (112; assigned by IANA).

option-length contains the length of the MUDstring, as defined above, in octets.

The intent of this option is to provide both a new Thing classifier to the network as well as some recommended configuration to the routers that implement policy. However, it is entirely the purview
of the network system as managed by the network administrator to
decide what to do with this information. The key function of this
option is simply to identify the type of Thing to the network in a
structured way such that the policy can be easily found with existing
toolsets.

10.1. Client Behavior

A DHCPv4 client MAY emit a DHCPv4 option and a DHCPv6 client MAY emit
DHCPv6 option. These options are singletons, as specified in
[RFC7227]. Because clients are intended to have at most one MUD URL
associated with them, they may emit at most one MUD URL option via
DHCPv4 and one MUD URL option via DHCPv6. In the case where both v4
and v6 DHCP options are emitted, the same URL MUST be used.

10.2. Server Behavior

A DHCP server may ignore these options or take action based on
receipt of these options. When a server consumes this option, it
will either forward the URL and relevant client information (such as
the gateway address or giaddr and requested IP address, and lease
length) to a network management system, or it will retrieve the usage
description itself by resolving the URL.

DHCP servers may implement MUD functionality themselves or they may
pass along appropriate information to a network management system or
MUD manager. A DHCP server that does process the MUD URL MUST adhere
to the process specified in [RFC2818] and [RFC5280] to validate the
TLS certificate of the web server hosting the MUD file. Those
servers will retrieve the file, process it, create and install the
necessary configuration on the relevant network element. Servers
SHOULD monitor the gateway for state changes on a given interface. A
DHCP server that does not provide MUD functionality and has forwarded
a MUD URL to a MUD manager MUST notify the MUD manager of any
Corresponding change to the DHCP state of the client (such as
expiration or explicit release of a network address lease).

Should the DHCP server fail, in the case when it implements the MUD
manager functionality, any backup mechanisms SHOULD include the MUD
state, and the server SHOULD resolve the status of clients upon its
restart, similar to what it would do, absent MUD manager
functionality. In the case where the DHCP server forwards
information to the MUD manager, the MUD manager will either make use
of redundant DHCP servers for information, or otherwise clear state
based on other network information, such as monitoring port status on
a switch via SNMP, Radius accounting, or similar mechanisms.
10.3. Relay Requirements

There are no additional requirements for relays.

11. The Manufacturer Usage Description (MUD) URL X.509 Extension

This section defines an X.509 non-critical certificate extension that contains a single Uniform Resource Locator (URL) that points to an on-line Manufacturer Usage Description concerning the certificate subject. URI must be represented as described in Section 7.4 of [RFC5280].

Any Internationalized Resource Identifiers (IRIs) MUST be mapped to URIs as specified in Section 3.1 of [RFC3987] before they are placed in the certificate extension.

The semantics of the URL are defined Section 6 of this document.

The choice of id-pe is based on guidance found in Section 4.2.2 of [RFC5280]:

These extensions may be used to direct applications to on-line information about the issuer or the subject.

The MUD URL is precisely that: online information about the particular subject.

In addition, a separate new extension is defined as id-pe-mudsigner. This contains the subject field of the signing certificate of the MUD file. Processing of this field is specified in Section 13.2.

The purpose of this signature is to make a claim that the MUD file found on the server is valid for a given device, independent of any other factors. There are several security considerations below in Section 16.

A new content-type id-ct-mud is also defined. While signatures are detached today, should a MUD file be transmitted as part of a CMS message, this content-type SHOULD be used.

The new extension is identified as follows:

<CODE BEGINS>
MUDURLExtnModule-2016 { iso(1) identified-organization(3) dod(6) internet(1) security(5) mechanisms(5) pkix(7) id-mod(0) id-mod-mudURLExtn2016(88) }

DEFINITIONS IMPLICIT TAGS ::= BEGIN

-- EXPORTS ALL --

IMPORTS

-- RFC 5912
EXTENSION
FROM PKIX-CommonTypes-2009
  { iso(1) identified-organization(3) dod(6) internet(1)
    security(5) mechanisms(5) pkix(7) id-mod(0)
    id-mod-pkixCommon-02(57) }

-- RFC 5912
id-ct
FROM PKIXCRMF-2009
  { iso(1) identified-organization(3) dod(6) internet(1)
    security(5) mechanisms(5) pkix(7) id-mod(0)
    id-mod-crmf2005-02(55) }

-- RFC 6268
CONTENT-TYPE
FROM CryptographicMessageSyntax-2010
  { iso(1) member-body(2) us(840) rsadsi(113549)
    pkcs(1) pkcs-9(9) smime(16) modules(0) id-mod-cms-2009(58) }

-- RFC 5912
id-pe, Name
FROM PKIX1Explicit-2009
  { iso(1) identified-organization(3) dod(6) internet(1)
    security(5) mechanisms(5) pkix(7) id-mod(0)
    id-mod-pkix1-explicit-02(51) } ;

-- Certificate Extensions
--

MUDCertExtensions EXTENSION ::=  
  { ext-MUDURL | ext-MUDsigner, ... }

ext-MUDURL EXTENSION ::=  
  { SYNTAX MUDURLSyntax IDENTIFIED BY id-pe-mud-url }

id-pe-mud-url OBJECT IDENTIFIER ::= { id-pe 25 }

MUDURLSyntax ::= IA5String

ext-MUDsigner EXTENSION ::=  
  { SYNTAX MUDsignerSyntax IDENTIFIED BY id-pe-mudsigner }
id-pe-mudsigner OBJECT IDENTIFIER ::= { id-pe TBD1 }

MUDsignerSyntax ::= Name

--
-- CMS Content Types
--

MUDContentTypes CONTENT-TYPE ::= 
  { ct-mud, ... }

c-t-mud CONTENT-TYPE ::= 
  { -- directly include the content
    IDENTIFIED BY id-ct-mudtype }
  -- The binary data that is in the form
  -- 'application/mud+json' is directly encoded as the
  -- signed data. No additional ASN.1 encoding is added.

id-ct-mudtype OBJECT IDENTIFIER ::= { id-ct TBD2 }

END

<CODE ENDS>

While this extension can appear in either an 802.AR manufacturer certificate (IDevID) or deployment certificate (LDevID), of course it is not guaranteed in either, nor is it guaranteed to be carried over. It is RECOMMENDED that MUD manager implementations maintain a table that maps a Thing to its MUD URL based on IDevIDs.

12. The Manufacturer Usage Description LLDP extension

The IEEE802.1AB Link Layer Discovery Protocol (LLDP) is a one hop vendor-neutral link layer protocol used by end hosts network Things for advertising their identity, capabilities, and neighbors on an IEEE 802 local area network. Its Type-Length-Value (TLV) design allows for 'vendor-specific' extensions to be defined. IANA has a registered IEEE 802 organizationally unique identifier (OUI) defined as documented in [RFC7042]. The MUD LLDP extension uses a subtype defined in this document to carry the MUD URL.

The LLDP vendor specific frame has the following format:

+--------+--------+----------+---------+--------------
| TLV Type|  len   |   OUI    |subtype  | MUDString    |
|  =127   |        |= 00 00 5E|  = 1    |
| (7 bits)|(9 bits)|(3 octets)|(1 octet) (1-255 octets) |
+--------+--------+----------+---------+--------------
where:

- TLV Type = 127 indicates a vendor-specific TLV
- len - indicates the TLV string length
- OUI = 00 00 5E is the organizationally unique identifier of IANA
- subtype = 1 (to be assigned by IANA for the MUD URL)
- MUD URL - the length MUST NOT exceed 255 octets

The intent of this extension is to provide both a new Thing classifier to the network as well as some recommended configuration to the routers that implement policy. However, it is entirely the purview of the network system as managed by the network administrator to decide what to do with this information. The key function of this extension is simply to identify the type of Thing to the network in a structured way such that the policy can be easily found with existing toolsets.

Hosts, routers, or other network elements that implement this option are intended to have at most one MUD URL associated with them, so they may transmit at most one MUD URL value.

Hosts, routers, or other network elements that implement this option may ignore these options or take action based on receipt of these options. For example they may fill in information in the respective extensions of the LLDP Management Information Base (LLDP MIB). LLDP operates in a one-way direction. LLDPDUs are not exchanged as information requests by one Thing and response sent by another Thing. The other Things do not acknowledge LLDP information received from a Thing. No specific network behavior is guaranteed. When a Thing consumes this extension, it may either forward the URL and relevant remote Thing information to a MUD manager, or it will retrieve the usage description by resolving the URL in accordance with normal HTTP semantics.

13. Creating and Processing of Signed MUD Files

Because MUD files contain information that may be used to configure network access lists, they are sensitive. To ensure that they have not been tampered with, it is important that they be signed. We make use of DER-encoded Cryptographic Message Syntax (CMS) [RFC5652] for this purpose.
13.1. Creating a MUD file signature

A MUD file MUST be signed using CMS as an opaque binary object. In
order to make successful verification more likely, intermediate
certificates SHOULD be included. The signature is stored at the
location specified in the MUD file. Signatures are transferred using
content-type "application/pkcs7-signature".

For example:

% openssl cms -sign -signer mancertfile -inkey mankey \
   -in mudfile -binary -outform DER -binary \
   -certfile intermediatecert -out mudfile.p7s

Note: A MUD file may need to be re-signed if the signature expires.

13.2. Verifying a MUD file signature

Prior to processing the rest of a MUD file, the MUD manager MUST
retrieve the MUD signature file by retrieving the value of "mud-
signature" and validating the signature across the MUD file. The Key
Usage Extension in the signing certificate MUST be present and have
the bit digitalSignature(0) set. When the id-pe-mudsigner extension
is present in a device’s X.509 certificate, the MUD signature file
MUST have been generated by a certificate whose subject matches the
contents of that id-pe-mudsigner extension. If these conditions are
not met, or if it cannot validate the chain of trust to a known trust
anchor, the MUD manager MUST cease processing the MUD file until an
administrator has given approval.

The purpose of the signature on the file is to assign accountability
to an entity, whose reputation can be used to guide administrators on
whether or not to accept a given MUD file. It is already common
place to check web reputation on the location of a server on which a
file resides. While it is likely that the manufacturer will be the
signer of the file, this is not strictly necessary, and may not be
desirable. For one thing, in some environments, integrators may
install their own certificates. For another, what is more important
is the accountability of the recommendation, and not just the
relationship between the Thing and the file.

An example:

% openssl cms -verify -in mudfile.p7s -inform DER -content mudfile

Note the additional step of verifying the common trust root.
14. Extensibility

One of our design goals is to see that MUD files are able to be understood by as broad a cross-section of systems as is possible. Coupled with the fact that we have also chosen to leverage existing mechanisms, we are left with no ability to negotiate extensions and a limited desire for those extensions in any event. A such, a two-tier extensibility framework is employed, as follows:

1. At a coarse grain, a protocol version is included in a MUD URL. This memo specifies MUD version 1. Any and all changes are entertained when this version is bumped. Transition approaches between versions would be a matter for discussion in future versions.

2. At a finer grain, only extensions that would not incur additional risk to the Thing are permitted. Specifically, adding nodes to the mud container is permitted with the understanding that such additions will be ignored by unaware implementations. Any such extensions SHALL be standardized through the IETF process, and MUST be named in the "extensions" list. MUD managers MUST ignore YANG nodes they do not understand and SHOULD create an exception to be resolved by an administrator, so as to avoid any policy inconsistencies.

15. Deployment Considerations

Because MUD consists of a number of architectural building blocks, it is possible to assemble different deployment scenarios. One key aspect is where to place policy enforcement. In order to protect the Thing from other Things within a local deployment, policy can be enforced on the nearest switch or access point. In order to limit unwanted traffic within a network, it may also be advisable to enforce policy as close to the Internet as possible. In some circumstances, policy enforcement may not be available at the closest hop. At that point, the risk of lateral infection (infection of devices that reside near one another) is increased to the number of Things that are able to communicate without protection.

A caution about some of the classes: admission of a Thing into the "manufacturer" and "same-manufacturer" class may have impact on access of other Things. Put another way, the admission may grow the access-list on switches connected to other Things, depending on how access is managed. Some care should be given on managing that access-list growth. Alternative methods such as additional network segmentation can be used to keep that growth within reason.
Because as of this writing MUD is a new concept, one can expect a
great many devices to not have implemented it. It remains a local
deployment decision as to whether a device that is first connected
should be allowed broad or limited access. Furthermore, as mentioned
in the introduction, a deployment may choose to ignore a MUD policy
in its entirety, but simply taken into account the MUD URL as a
classifier to be used as part of a local policy decision.

Finally, please see directly below regarding device lifetimes and use
of domain names.

16. Security Considerations

Based on how a MUD URL is emitted, a Thing may be able to lie about
what it is, thus gaining additional network access. This can happen
in a number of ways when a device emits a MUD URL using DHCP or LLDP,
such as being inappropriately admitted to a class such as "same-
manufacturer", given access to a device such as "my-controller", or
being permitted access to an Internet resource, where such access
would otherwise be disallowed. Whether that is the case will depend
on the deployment. Implementations SHOULD be configurable to
disallow additive access for devices using MUD-URLs that are not
emitted in a secure fashion such as in a certificate. Similarly,
implementations SHOULD NOT grant elevated permissions (beyond those
of devices presenting no MUD policy) to devices which do not strongly
bind their identity to their L2/L3 transmissions. When insecure
methods are used by the MUD Manager, the classes SHOULD NOT contain
devices that use both insecure and secure methods, in order to
prevent privilege escalation attacks, and MUST NOT contain devices
with the same MUD-URL that are derived from both strong and weak
authentication methods.

Devices may forge source (L2/L3) information. Deployments should
apply appropriate protections to bind communications to the
authentication that has taken place. For 802.1X authentication, IEEE
802.1AE (MACsec) [IEEE8021AE] is one means by which this may happen.
A similar approach can be used with 802.11i (WPA2) [IEEE80211i].
Other means are available with other lower layer technologies.
Implementations using session-oriented access that is not
cryptographically bound should take care to remove state when any
form of break in the session is detected.

A rogue CA may sign a certificate that contains the same subject name
as is listed in the MUDsigner field in the manufacturer certificate,
thus seemingly permitting a substitute MUD file for a device. There
are two mitigations available: first, if the signer changes, this may
be flagged as an exception by the MUD manager. If the MUD file also
changes, the MUD manager SHOULD seek administrator approval (it
should do this in any case). In all circumstances, the MUD manager MUST maintain a cache of trusted CAs for this purpose. When such a rogue is discovered, it SHOULD be removed.

Additional mitigations are described below.

When certificates are not present, Things claiming to be of a certain manufacturer SHOULD NOT be included in that manufacturer grouping without additional validation of some form. This will be relevant when the MUD manager makes use of primitives such as "manufacturer" for the purpose of accessing Things of a particular type. Similarly, network management systems may be able to fingerprint the Thing. In such cases, the MUD URL can act as a classifier that can be proven or disproven. Fingerprinting may have other advantages as well: when 802.1AR certificates are used, because they themselves cannot change, fingerprinting offers the opportunity to add artifacts to the MUD string in the form of the reserved field discussed in Section 10. The meaning of such artifacts is left as future work.

MUD managers SHOULD NOT accept a usage description for a Thing with the same MAC address that has indicated a change of the URL authority without some additional validation (such as review by a network administrator). New Things that present some form of unauthenticated MUD URL SHOULD be validated by some external means when they would be given increased network access.

It may be possible for a rogue manufacturer to inappropriately exercise the MUD file parser, in order to exploit a vulnerability. There are three recommended approaches to address this threat. The first is to validate that the signer of the MUD file is known to and trusted by the MUD manager. The second is to have a system do a primary scan of the file to ensure that it is both parseable and believable at some level. MUD files will likely be relatively small, to start with. The number of ACEs used by any given Thing should be relatively small as well. It may also be useful to limit retrieval of MUD URLs to only those sites that are known to have decent web or domain reputations.

Use of a URL necessitates the use of domain names. If a domain name changes ownership, the new owner of that domain may be able to provide MUD files that MUD managers would consider valid. There are a few approaches that can mitigate this attack. First, MUD managers SHOULD cache certificates used by the MUD file server. When a new certificate is retrieved for whatever reason, the MUD manager should check to see if ownership of the domain has changed. A fair programmatic approximation of this is when the name servers for the domain have changed. If the actual MUD file has changed, the MUD manager MAY check the WHOIS database to see if registration ownership...
of a domain has changed. If a change has occurred, or if for some reason it is not possible to determine whether ownership has changed, further review may be warranted. Note, this remediation does not take into account the case of a Thing that was produced long ago and only recently fielded, or the case where a new MUD manager has been installed.

The release of a MUD URL by a Thing reveals what the Thing is, and provides an attacker with guidance on what vulnerabilities may be present.

While the MUD URL itself is not intended to be unique to a specific Thing, the release of the URL may aid an observer in identifying individuals when combined with other information. This is a privacy consideration.

In addressing both of these concerns, implementors should take into account what other information they are advertising through mechanisms such as mDNS[RFC6872], how a Thing might otherwise be identified, perhaps through how it behaves when it is connected to the network, whether a Thing is intended to be used by individuals or carry personal identifying information, and then apply appropriate data minimization techniques. One approach is to make use of TEAP [RFC7170] as the means to share information with authorized components in the network. Network elements may also assist in limiting access to the MUD URL through the use of mechanisms such as DHCPv6-Shield [RFC7610].

There is the risk of the MUD manager itself being spied on to determine what things are connected to the network. To address this risk, MUD managers may choose to make use of TLS proxies that they trust that would aggregate other information.

Please note that the security considerations mentioned in Section 4.7 of [I-D.ietf-netmod-rfc6087bis] are not applicable in this case because the YANG serialization is not intended to be accessed via NETCONF. However, for those who try to instantiate this model in a network element via NETCONF, all objects in each model in this draft exhibit similar security characteristics as [I-D.ietf-netmod-acl-model]. The basic purpose of MUD is to configure access, and so by its very nature can be disruptive if used by unauthorized parties.

17. IANA Considerations

[ There was originally a registry entry for .well-known suffixes. This has been removed from the draft and may be marked as deprecated in the registry. RFC Editor: please remove this comment. ]
17.1. YANG Module Registrations

The following YANG modules are requested to be registered in the "IANA Module Names" registry:

The ietf-mud module:
  o Name: ietf-mud
  o Prefix: ietf-mud
  o Registrant contact: The IESG
  o Reference: [RFCXXXX]

The ietf-acldns module:
  o Name: ietf-acldns
  o Prefix: ietf-acldns
  o Registrant: the IESG
  o Reference: [RFCXXXX]

17.2. DHCPv4 and DHCPv6 Options

The IANA has allocated option 161 in the Dynamic Host Configuration Protocol (DHCP) and Bootstrap Protocol (BOOTP) Parameters registry for the MUD DHCPv4 option, and option 112 for DHCPv6, as described in Section 10.

17.3. PKIX Extensions

IANA is kindly requested to make the following assignments for:

  o The MUDURLExtnModule-2016 ASN.1 module in the "SMI Security for PKIX Module Identifier" registry (1.3.6.1.5.5.7.0).
  o id-pe-mud-url object identifier from the "SMI Security for PKIX Certificate Extension" registry (1.3.6.1.5.5.7.1).
  o id-pe-muds signer object identifier from the "SMI Security for PKIX Certificate Extension" registry (TBD1).
17.4. MIME Media-type Registration for MUD files

The following media-type is defined for transfer of MUD file:

- Type name: application
- Subtype name: mud+json
- Required parameters: n/a
- Optional parameters: n/a
- Encoding considerations: 8bit; application/mud+json values are represented as a JSON object; UTF-8 encoding MUST be employed. [RFC3629]
- Interoperability considerations: n/a
- Published specification: [RFCXXXX]
- Applications that use this media type: MUD managers as specified by [RFCXXXX].
- Fragment identifier considerations: n/a
- Additional information:
  - Magic number(s): n/a
  - File extension(s): n/a
  - Macintosh file type code(s): n/a

- Person & email address to contact for further information:
  Eliot Lear <lear@cisco.com>, Ralph Droms <rdroms@gmail.com>
- Intended usage: COMMON
- Restrictions on usage: none
- Author:
  Eliot Lear <lear@cisco.com>
  Ralph Droms <rdroms@gmail.com>
- Change controller: IESG
- Provisional registration? (standards tree only): No.

17.5. LLDP IANA TLV Subtype Registry

IANA is requested to create a new registry for IANA Link Layer Discovery Protocol (LLDP) TLV subtype values. The recommended policy for this registry is Expert Review. The maximum number of entries in the registry is 256.

IANA is required to populate the initial registry with the value:
LLDP subtype value = 1 (All the other 255 values should be initially marked as 'Unassigned'.)

Description = the Manufacturer Usage Description (MUD) Uniform Resource Locator (URL)

Reference = < this document >

17.6. The MUD Well Known Universal Resource Name (URNs)

The following parameter registry is requested to be added in accordance with [RFC3553]

Registry name: "urn:ietf:params:mud" is requested.
Specification: this document
Repository: this document
Index value: Encoded identically to a TCP/UDP port service name, as specified in Section 5.1 of [RFC6335]

The following entries should be added to the "urn:ietf:params:mud" name space:


17.7. Extensions Registry

The IANA is requested to establish a registry of extensions as follows:

Registry name: MUD extensions registry
Registry policy: Standards action
Standard reference: this document
Extension name: UTF-8 encoded string, not to exceed 40 characters.

Each extension MUST follow the rules specified in this specification. As is usual, the IANA issues early allocations based in accordance with [RFC7120].
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Appendix A. Changes from Earlier Versions

RFC Editor to remove this section prior to publication.

Draft -19:
* Edits after discussion with apps area to address reserved field for the future.
* Correct systeminfo to be utf8.
* Remove "hardware-rev" from list.

Draft -18:
* Correct an error in the augment statement
* Changes to the ACL model re ports.

Draft -17:
* One editorial.

Draft -16:
* add mud-signature element based on review comments
* redo mud-url
* make clear that systeminfo uses UTF8

Draft -13 to -14:
* Final WGLC comments and review comments
* Move version from MUD-URL to Model
* Have MUD-URL in model
* Update based on update to draft-ietf-netmod-acl-model
* Point to tree diagram draft instead of 6087bis.
Draft -12 to -13:
  o Additional WGLC comments

Draft -10 to -12:
These are based on WGLC comments:
  o Correct examples based on ACL model changes.
  o Change ordering nodes.
  o Additional explanatory text around systeminfo.
  o Change ordering in examples.
  o Make it VERY VERY VERY VERY clear that these are recommendations, not mandates.
  o DHCP -> NTP in some of the intro text.
  o Remove masa-server
  o "Things" to "network elements" in a few key places.
  o Reference to JSON YANG RFC added.

Draft -10 to -11:
  o Example corrections
  o Typo
  o Fix two lists.
  o Addition of 'any-acl' and 'mud-acl' in the list of allowed features.
  o Clarification of what should be in a MUD file.

Draft -09 to -10:
  o AD input.
  o Correct dates.
  o Add compliance sentence as to which ACL module features are implemented.
Draft -08 to -09:
- Resolution of Security Area review, IoT directorate review, GenART review, YANG doctors review.
- Change of YANG structure to address mandatory nodes.
- Terminology cleanup.
- Specify out extra portion of MUD-URL.
- Consistency changes.
- Improved YANG descriptions.
- Remove extra revisions.
- Track ACL model changes.
- Additional cautions on use of ACL model; further clarifications on extensions.

Draft -07 to -08:
- A number of editorials corrected.
- Definition of MUD file tweaked.

Draft -06 to -07:
- Examples updated.
- Additional clarification for direction-initiated.
- Additional implementation guidance given.

Draft -06 to -07:
- Update models to match new ACL model
- Extract directionality from the ACL, introducing a new device container.

Draft -05 to -06:
- Make clear that this is a component architecture (Polk and Watson)
- Add order of operations (Watson)
Appendix B. Default MUD nodes

What follows is the portion of a MUD file that permits DNS traffic to a controller that is registered with the URN "urn:ietf:params:mud:dns" and traffic NTP to a controller that is registered "urn:ietf:params:mud:ntp". This is considered the default behavior and the ACEs are in effect appended to whatever other "ace" entries that a MUD file contains. To block DNS or NTP one repeats the matching statement but replaces the "forwarding" action "accept" with "drop". Because ACEs are processed in the order they are...
received, the defaults would not be reached. A MUD manager might further decide to optimize to simply not include the defaults when they are overridden.

Four "acl" list entries that implement default MUD nodes are listed below. Two are for IPv4 and two are for IPv6 (one in each direction for both versions of IP). Note that neither access-list name nor ace name need be retained or used in any way by local implementations, but are simply there for completeness' sake.

```
"ietf-access-control-list:acls": {
  "acl": [
    {
      "name": "mud-59776-v4to",
      "type": "ipv4-acl-type",
      "aces": {
        "ace": [
          {
            "name": "ent0-to-dev",
            "matches": {
              "ietf-mud:mud": {
                "controller": "urn:ietf:params:mud:dns"
              },
              "ipv4": {
                "protocol": 17
              },
              "udp": {
                "source-port": {
                  "operator": "eq",
                  "port": 53
                }
              }
            },
            "actions": {
              "forwarding": "accept"
            }
          },
          {
            "name": "ent1-to-dev",
            "matches": {
              "ietf-mud:mud": {
                "controller": "urn:ietf:params:mud:ntp"
              },
              "ipv4": {
                "protocol": 17
              },
              "udp": {
                "source-port": {
              ...
```
"operator": "eq",
"port": 123
}
],
"actions": {
  "forwarding": "accept"
}]
],
"name": "mud-59776-v4fr",
"type": "ipv4-acl-type",
"aces": {
  "ace": [
    {
      "name": "ent0-frdev",
      "matches": {
        "ietf-mud:mud": {
          "controller": "urn:ietf:params:mud:dns"
        },
        "ipv4": {
          "protocol": 17
        },
        "udp": {
          "destination-port": {
            "operator": "eq",
            "port": 53
          }
        }
      },
      "actions": {
        "forwarding": "accept"
      }
    },
    {
      "name": "ent1-frdev",
      "matches": {
        "ietf-mud:mud": {
          "controller": "urn:ietf:params:mud:ntp"
        },
        "ipv4": {
          "protocol": 17
        },
        "udp": {
          "destination-port": {
            "operator": "eq",
            "port": 53
          }
        }
      },
      "actions": {
        "forwarding": "accept"
      }
    }
  ]
}

{
    "name": "ent0-todev",
    "matches": {
        "ietf-mud:mud": {
            "controller": "urn:ietf:params:mud:dns"
        },
        "ipv6": {
            "protocol": 17
        },
        "udp": {
            "source-port": {
                "operator": "eq",
                "port": 53
            }
        }
    },
    "actions": {
        "forwarding": "accept"
    }
}
,
{
    "name": "ent1-todev",
    "matches": {
        "ietf-mud:mud": {
            "controller": "urn:ietf:params:mud:ntp"
        },
        "ipv6": {
            "protocol": 17
        },
        "udp": {
            "source-port": {

"operator": "eq",
"port": 123

"actions": {
    "forwarding": "accept"
}
"operator": "eq",
"port": 123
}
",
"actions": {
"forwarding": "accept"
}
]
",
"name": "mud-59776-v6fr",
"type": "ipv6-acl-type",
"aces": {
"ace": {
"name": "ent0-frdev",
"matches": {
"ietf-mud:mud": {
"controller": "urn:ietf:params:mud:dns"
},
"ipv6": {
"protocol": 17
},
"udp": {
"destination-port": {
"operator": "eq",
"port": 53
}
}
",
"actions": {
"forwarding": "accept"
}
]
",
"name": "ent1-frdev",
"matches": {
"ietf-mud:mud": {
"controller": "urn:ietf:params:mud:ntp"
},
"ipv6": {
"protocol": 17
},
"udp": {
"destination-port": {

Appendix C. A Sample Extension: DETNET-indicator

In this sample extension we augment the core MUD model to indicate whether the device implements DETNET. If a device claims not to use DETNET, but then later attempts to do so, a notification or exception might be generated. Note that this example is intended only for illustrative purposes.

Extension Name: "Example-Extension" (to be used in the extensions list)
Standard: this document (but do not register the example)

This extension augments the MUD model to include a single node, using the following sample module that has the following tree structure:

module: ietf-mud-detext-example
augment /ietf-mud:mud:
    ---rw is-detnet-required? boolean

The model is defined as follows:

<CODE BEGINS>file "ietf-mud-detext-example@2018-06-15.yang"
module ietf-mud-detext-example {  
yang-version 1.1;  
namespace "urn:ietf:params:xml:ns:yang:ietf-mud-detext-example";  
prefix ietf-mud-detext-example;  
import ietf-mud {  
    prefix ietf-mud;
}  
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organization
"IETF OPSAWG (Ops Area) Working Group";
contact
"WG Web: http://tools.ietf.org/wg/opsawg/
WG List: opsawg@ietf.org
Author: Eliot Lear
lear@cisco.com
Author: Ralph Droms
rdroms@gmail.com
Author: Dan Romascanu
dromasca@gmail.com

",
description
"Sample extension to a MUD module to indicate a need for DETNET support."

revision 2018-06-15 {
    description
    "Initial revision.";
    reference
    "RFC XXXX: Manufacturer Usage Description Specification";
}

augment "/ietf-mud:mud" {
    description
    "This adds a simple extension for a manufacturer to indicate whether DETNET is required by a device."
    leaf is-detnet-required {
        type boolean;
        description
        "This value will equal true if a device requires detnet to properly function"
    }
}

<CODE ENDS>

Using the previous example, we now show how the extension would be expressed:

{  
    "ietf-mud:mud": {  
        "mud-version": 1,
        "mud-url": "https://lighting.example.com/lightbulb2000",
        "last-update": "2018-03-02T11:20:51+01:00",
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"cache-validity": 48,
"extensions": [
    "ietf-mud-detext-example"
],
"ietf-mud-detext-example:is-detnet-required": "false",
"is-supported": true,
"systeminfo": "The BMS Example Lightbulb",
"from-device-policy": {
    "access-lists": {
        "access-list": [
            {
                "name": "mud-76100-v6fr"
            }
        ]
    }
},
"to-device-policy": {
    "access-lists": {
        "access-list": [
            {
                "name": "mud-76100-v6to"
            }
        ]
    }
},
"ietf-access-control-list:acls": {
    "acl":[
        {
            "name": "mud-76100-v6to",
            "type": "ipv6-acl-type",
            "aces": {
                "ace": [
                    {
                        "name": "cl0-todev",
                        "matches": {
                            "ipv6": {
                                "ietf-acldns:src-dnsname": "test.example.com",
                                "protocol": 6
                            },
                            "tcp": {
                                "ietf-mud:direction-initiated": "from-device",
                                "source-port": {
                                    "operator": "eq",
                                    "port": 443
                                }
                            }
                        }
                    }
                ]
            }
        }
    ]
}
"actions": {
  "forwarding": "accept"
}
}
},
{
  "name": "mud-76100-v6fr",
  "type": "ipv6-acl-type",
  "aces": [
    "ace": {
      "name": "cl0-frdev",
      "matches": {
        "ipv6": {
          "ietf-acldns:dst-dnsname": "test.example.com",
          "protocol": 6
        },
        "tcp": {
          "ietf-mud:direction-initiated": "from-device",
          "destination-port": {
            "operator": "eq",
            "port": 443
          }
        }
      },
      "actions": {
        "forwarding": "accept"
      }
    }
  ]
}
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Abstract

The IETF has produced many modules in the YANG modeling language. The majority of these modules are used to construct data models to model devices or monolithic functions.

A small number of YANG modules have been defined to model services (for example, the Layer Three Virtual Private Network Service Model produced by the L3SM working group and documented in RFC 8049).

This document describes service models as used within the IETF, and also shows where a service model might fit into a Software Defined Networking architecture. Note that service models do not make any assumption of how a service is actually engineered and delivered for a customer; details of how network protocols and devices are engineered to deliver a service are captured in other modules that are not exposed through the Customer-Provider Interface.
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This Internet-Draft is submitted in full conformance with the provisions of BCP 78 and BCP 79.

Internet-Drafts are working documents of the Internet Engineering Task Force (IETF). Note that other groups may also distribute working documents as Internet-Drafts. The list of current Internet-Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maximum of six months and may be updated, replaced, or obsoleted by other documents at any time. It is inappropriate to use Internet-Drafts as reference material or to cite them other than as "work in progress."

This Internet-Draft will expire on April 15, 2018.
1. Introduction

In recent years the number of modules written in the YANG modeling language [RFC6020] for configuration and monitoring has blossomed. Many of these are used for device-level configuration (for example,
[RFC7223]) or for control of monolithic functions or protocol instances (for example, [RFC7407]).

[RFC7950] makes a distinction between a "data model" which it defines as describing how data is represented and accessed, and a "YANG module" that defines hierarchies of schema nodes to make a self-contained and compilable block of definitions and inclusions. YANG structures data models into modules for ease of use.

Within the context of Software Defined Networking (SDN) [RFC7149] [RFC7426], YANG data modules may be used on the interface between a controller and network devices, and between network orchestrators and controllers. There may also be a hierarchy of such components with super controllers, domain controllers, and device controllers all exchanging information and instructions using YANG modules.

There has been interest in using YANG to define and document data models that describe services in a portable way that is independent of which network operator uses the model. For example, the Layer Three Virtual Private Network Service Model (L3SM) [RFC8049]. Such models may be used in manual and even paper-driven service request processes with a gradual transition to IT-based mechanisms. Ultimately they could be used in online, software-driven dynamic systems, and may be used as part of an SDN system.

This document explains the scope and purpose of service models within the IETF (and limited to within the scope of the IETF) and describes how a service model can be used by a network operator. Equally, this document clarifies what a service model is not, and dispels some common misconceptions.

The document also shows where a service model might fit into an SDN architecture, but it is important to note that a service model does not require or preclude the use of SDN. Note that service models do not make any assumption of how a service is actually engineered and delivered to a customer; details of how network protocols and devices are engineered to deliver a service are captured in other modules that are not exposed through the interface between the customer and the provider.

In summary, a service model is a formal representation of the data elements that describe a network service as that service is described to or requested by a customer of a network operator. Details included in the service model include a description of the service as experienced by the customer, but not features of how that service is delivered or realized by the service provider.
Other work on classifying YANG modules has been done in [RFC8199]. That document provides an important reference for this document, and also uses the term "service module". Section 6.1 in this document provides a comparison between these two uses of the same terminology.

2. Terms and Concepts

Readers should familiarize themselves with the description and classification of YANG modules provided in [RFC8199].

The following terms are used in this document:

Network Operator: This term is used to refer to the company that owns and operates one or more networks that provide Internet connectivity services and/or other services.

Customer: This term refers to someone who purchases a service (including connectivity) from a network operator. In the context of this document, a customer is usually a company that runs their own network or computing platforms and wishes to connect to the Internet or between sites. Such a customer may operate an enterprise network or a data center. Sometimes this term may also be used to refer to the individual in such a company who contracts to buy services from a network operator. A customer as described here is a separate commercial operation from the network operator, but some companies may operate with internal customers so that, for example, an IP/MPLS packet network may be the customer of an optical transport network.

Service: A network operator delivers one or more services to a customer. A service in the context of this document (sometimes called a Network Service) is some form of connectivity between customer sites and the Internet, or between customer sites across the network operator's network and across the Internet. However, a distinction should be drawn between the parameters that describe a service as included in a customer service model (see the definition of this term, below) and a Service Level Agreement (SLA) as discussed in Section 5 and Section 7.2.

A service may be limited to simple connectivity (such as IP-based Internet access), may be a tunnel (such as a virtual circuit), or may involve more complex connectivity (such as in a multi-site virtual private network). Services may be further enhanced by additional functions providing security, load-balancing, accounting, and so forth. Additionally, services usually include guarantees of quality, throughput, and fault reporting.
This document makes a distinction between a service as delivered to a customer (that is, the service as discussed on the interface between a customer and the network operator) and the service as realized within the network (as described in [RFC8199]). This distinction is discussed further in Section 6.

Readers may also refer to [RFC7297] for an example of how an IP connectivity service may be characterized.

Data Model: The concepts of information models and data models are described in [RFC3444]. That document defines a data model by contrasting it with the definition of an information model as follows:

The main purpose of an information model is to model managed objects at a conceptual level, independent of any specific implementations or protocols used to transport the data. The degree of specificity (or detail) of the abstractions defined in the information model depends on the modeling needs of its designers. In order to make the overall design as clear as possible, an information model should hide all protocol and implementation details. Another important characteristic of an information model is that it defines relationships between managed objects.

Data models, conversely, are defined at a lower level of abstraction and include many details. They are intended for implementors and include protocol-specific constructs.

As mentioned in Section 1, this document also uses the terms "data model" and "YANG module" as defined in [RFC7950].

Service Model: A service model is a specific type of data model. It describes a service and the parameters of the service in a portable way that can be used uniformly independent of the equipment and operating environment. The service model may be divided into two categories:

Customer Service Model: A customer service model is used to describe a service as offered or delivered to a customer by a network operator as shown in Figure 1. It can be used by a human (via a user interface such as a GUI, web form, or CLI) or by software to configure or request a service, and may equally be consumed by a human (such as via an order fulfillment system) or by a software component. Such models are sometimes referred to simply as "service models" [RFC8049]. A customer
service model is expressed in a YANG module as a core set of parameters that are common across network operators: additional features that are specific to the offerings of individual network operators would be defined in extensions or augmentations of the module. Except where specific technology details (such as encapsulations, or mechanisms applied on access links) are directly pertinent to the customer, customer service models are technology agnostic so that the customer does not have influence over or knowledge of how the network operator engineers the service.

An example of where such details are relevant to the customer is when they describe the behavior or interactions on the interface between the equipment at the customer site (often referred to as the Customer Edge or CE equipment) and the equipment at the network operator’s site (usually referred to as the Provider Edge or PE equipment).

Service Delivery Model: A service delivery model is used by a network operator to define and manage how a service is engineered in the network. It can be used by a human operator (such as via a management station) or by a software tool to instruct network components. The YANG modules that encode such models are sometimes referred to as "network service YANG modules" [RFC8199] and are consumed by "external systems" such as Operations Support System (OSS). A service delivery module is expressed as a core set of parameters that are common across a network type and technology: additional features that are specific to the configuration of individual vendor equipment or proprietary protocols would be defined in extensions or augmentations of the module. Service delivery modules include technology-specific modules.

The distinction between a customer service model and a service delivery model needs to be clarified. The modules that encode a customer service model are not used to directly configure network devices, protocols, or functions: it is not something that is sent to network devices (i.e., routers or switches) for processing. Equally, the modules that encode a customer service model do not describe how a network operator realizes and delivers the service described by the module. This distinction is discussed further in later sections.

3. Using Service Models

As already indicated, customer service models are used on the interface between customers and network operators. This is shown simply in Figure 1.
The language in which a customer service model is described is a choice for whoever specifies the model. The IETF uses the YANG data modeling language defined in [RFC6020].

The encoding and communication protocol used to exchange a customer service model between customer and network operator are deployment- and implementation-specific. The IETF has standardized the NETCONF protocol [RFC6241] and the RESTCONF protocol [RFC8040] for interactions "on the wire" between software components with data encoded in XML or JSON. However, co-located software components might use an internal API, while systems with more direct human interactions might use web pages or even paper forms. Where direct human interaction comes into play, interface interactions may be realized via business practices and that may introduce some margin of error, thus raising the priority for automated, deterministic interfaces.

\begin{center}
\begin{tabular}{c|c|c}
\hline
\multicolumn{1}{|c|}{
\begin{tabular}{c}
Customer Service Model
\end{tabular}} & \multicolumn{1}{|c|}{
\begin{tabular}{c}
Customer\end{tabular}} & \multicolumn{1}{|c|}{
\begin{tabular}{c}
Network Operator\end{tabular}} \\
\hline
\end{tabular}
\end{center}

Figure 1: The Customer Service Models used on the Interface between Customers and Network Operators

How a network operator processes a customer’s service request described with a customer service model depends on the commercial and operational tools, processes, and policies used by the network operator. These may vary considerably from one network operator to another.

However, the intent is that the network operator maps the service request into configuration and operational parameters that control one or more networks to deliver the requested services. That means that the network operator (or software run by the network operator) takes the information in the customer service model and determines how to deliver the service by enabling and configuring network protocols and devices. They may achieve this by constructing service delivery models and passing them to network orchestrators or controllers. The use of standard customer service models eases service delivery by means of automation.
3.1. Practical Considerations

The practicality of customer service models has been repeatedly debated. It has been suggested that network operators have radically different business modes and widely diverse commercial offerings making a common customer service model is impractical. However, the L3SM [RFC8049] results from the consensus of multiple individuals working at network operators and offers a common core of service options that can be augmented according to the needs of individual network operators.

It has also been suggested that there should be a single, base customer service module, and that details of individual services should be offered as extensions or augmentations of this. It is quite possible that a number of service parameters (such as the identity and postal address of a customer) will be common and it would be a mistake to define them multiple times, once in each customer service model. However, the distinction between a ‘module’ and a ‘model’ should be considered at this point: modules are how the data for models is logically broken out and documented especially for re-use in multiple models.

4. Service Models in an SDN Context

In a Software Defined Networking (SDN) system, the management of network resources and protocols is performed by software systems that determine how best to utilize the network. Figure 2 shows a sample architectural view of an SDN system where network elements are programmed by a component called an "SDN controller" (or "controller" for short), and where controllers are instructed by an orchestrator that has a wider view of the whole of, or part of, a network. The internal organization of an SDN control plane is deployment-specific.
A customer’s service request is (or should be) technology-agnostic. That is, a customer is unaware of the technology that the network operator has available to deliver the service and so the customer does not make requests specific to the underlying technology, but is limited to making requests specific to the service that is to be delivered. The orchestrator must map the service request to its view, and this mapping may include a choice of which networks and technologies to use depending on which service features have been requested.

One implementation option to achieve this mapping is to split the orchestration function between a "Service Orchestrator" and a "Network Orchestrator" as shown in Figure 3.
Figure 3: An Example SDN Architecture with a Service Orchestrator

Figure 3 also shows where different data models might be applied within the architecture. The Device Configuration Models are used by a Controller to set parameters on an individual network element. The Network Configuration Models are used by a Network Orchestrator to instruct Controllers (that may each be responsible for multiple network elements) how to configure parts of a network.
The split between control components that exposes a "service interface" that is present in many figures showing extended SDN architectures:

- Figure 1 of [RFC7426] shows a separation of the "Application Plane", the "Network Services Abstraction Layer (NSAL)", and the "Control Plane". It marks the "Service Interface" as situated between the NSAL and the control plane.

- Figure 1 of [RFC7491] shows an interface between an "Application Service Coordinator" and an "Application-Based Network Operations Controller".

- Figure 1 of [RFC8199] shows an interface from an OSS or a Business Support System (BSS) that is expressed in "Network Service YANG Modules".

This can all lead to some confusion around the definition of a "service interface" and a "service model". Some previous literature considers the interface northbound of the Network Orchestrator (labeled "(b)" in Figure 3) to be a "service interface" used by an application, but the service described at this interface is network-centric and is aware of many features such as topology, technology, and operator policy. Thus, we make a distinction between this type of service interface and the more abstract service interface (labeled "(a)" in Figure 3) where the service is described by a service model and the interaction is between customer and network operator. Further discussion of this point is provided in Section 5.

5. Possible Causes of Confusion

In discussing service models, there are several possible causes of confusion:

- The services we are discussing are connectivity services provided by network operators to customers achieved by manipulating the network resources of the operator’s network. This is a completely different thing to "Foo as a Service" (for example, Storage as a Service (SaaS)) where a service provider offers reachability to a value-added service that is provided at some location in the network using other resources (compute, storage, ...) that are not part of the network itself. The confusion arises not only because of the use of the word "service" in both cases, but also because network operators may offer both types of service to their customers.

- Network operation is normally out of scope in the discussion of services between a network operator and a customer. That means
that the customer service model does not reveal to the customer anything about how the network operator delivers the service, nor does the model expose details of technology or network resources used to provide the service (all of these details could, in any case, be considered seecurity vulnerabilities. For example, in the simple case of point-to-point virtual link connectivity provided by a network tunnel (such as an MPLS pseudowire) the network operator does not expose the path through the network that the tunnel follows. Of course, this does not preclude the network operator from taking guidance from the customer (such as to avoid routing traffic through a particular country) or from disclosing specific details (such as might be revealed by a route trace), but these are not standard features of the service as described in the customer service model.

- The network operator may use further data models (service delivery models) that help to describe how the service is realized in the network. These models might be used on the interface between the Service Orchestrator and the Network Orchestrator as shown in Figure 3 and might include many of the pieces of information from the customer service model alongside protocol parameters and device configuration information. [RFC8199] also terms these data models as "service models" and encode them as "Network Service YANG Modules" and a comparison is provided in Section 6.1. It is important that the Service Orchestrator should be able to map from a customer service model to these service delivery models, but they are not the same things.

- Commercial terms (such as cost per byte, per minute, scoped by quality and type of service, and related to payment terms) are generally not a good subject for standardization. It is possible that some network operators will enhance standard customer service models to include commercial information, but the way this is done is likely to vary widely between network operators. Thus, this feature is out of scope for standardized customer service models.

- Service Level Agreements (SLAs) have a high degree of overlap with the definition of services present in customer service models. Requests for specific bandwidth, for example, might be present in a customer service model, and agreement to deliver a service is a commitment to the description of the service in the customer service model. However, SLAs typically include a number of fine-grained details about how services are allowed to vary, by how much, and how often. SLAs are also linked to commercial terms with penalties and so forth, and thus are also not good topics for standardization. As with commercial terms, it is expected that some network operators will enhance standard customer service models to include SLA parameters either using their own work or
depending on material from standards bodies that specialize in this topic, but this feature is out of scope for the IETF’s customer service models.

If a network operator chooses to express an SLA using a data model, that model might be referenced as an extension or an augmentation of the customer service model.

6. Comparison With Other Work

Other work has classified YANG modules, produced parallel architectures, and developed a range of YANG modules. This section briefly examines that other work and shows how it fits with the description of service models introduced in this document.

6.1. Comparison With Network Service Models

As previously noted, [RFC8199] provides a classification of YANG modules. It introduces the term "Network Service YANG Module" to identify the type of module used to "describe the configuration, state data, operations and notifications of abstract representations of services implemented on one or multiple network elements." These modules are used to construct the service delivery models as described in this document; that is, they are the modules used on the interface between the Service Orchestrator or OSS/BSS and the Network Orchestrator as shown in Figure 3.

Figure 1 of [RFC8199] can be modified to make this more clear and to add an additional example of a Network Service YANG module as shown in Figure 4. As can be seen, the highest classification of modules collects those that are used to deliver operations support and business support. These might be consumed by an Operations Support System (OSS) or a Business Support System (BSS), and a Service Orchestrator may form part of an OSS/BSS or may be a separate component. This highest layer in the figure is divided into the Customer Service Modules that are used to describe services to a customer as discussed in this document, and other modules that describe further OSS/BSS function such as billing and SLAs.
Operations Support and Business Support YANG Modules

- Customer Service YANG Modules
  - L2SM
  - L3SM

- Other Operations Support and Business Support YANG Modules

Network Service YANG Modules

- L2VPN
  - VPWS
- L2VPN
  - VPLS
- EVPN
- L3VPN

Network Element YANG Modules

- MPLS
- BGP
- IPv4 / IPv6
- Ethernet

Key:
- EVPN: Ethernet Virtual Private Network
- L2SM: Layer 2 Virtual Private Network Service Model
- L2VPN: Layer 2 Virtual Private Network
- L3SM: Layer 3 Virtual Private Network Service Model
- L3VPN: Layer 3 Virtual Private Network
- VPLS: Virtual Private LAN Service
- VPWS: Virtual Private Wire Service

Figure 4: YANG Module Abstraction Layers Showing Customer Service Modules
6.2. Service Delivery and Network Element Model Work

A number of IETF working groups are developing YANG modules related to services. These models focus on how the network operator configures the network through protocols and devices to deliver a service. Some of these models are classified as network service delivery models (also called service delivery models or network configuration models depending on the level at which they are pitched), while others have details that are related to specific element configuration and so are classed as network element models (also called device models).

A sample set of these models is listed here:

- [I-D.dhjain-bess-bgp-l3vpn-yang] defines a YANG module that can be used to configure and manage BGP L3VPNs.
- [I-D.ietf-bess-l2vpn-yang] documents a data model that it is expected will be used by the management tools run by the network operators in order to manage and monitor the network resources that they use to deliver L2VPN services.
- [I-D.ietf-bess-evpn-yang] defines YANG modules for delivering an Ethernet VPN service.

6.3. Customer Service Model Work

Several initiatives within the IETF are developing customer service models. The L3SM presents the L3VPN service as described by a network operator to a customer. Figure 5, which is reproduced from [RFC8049], shows that the L3SM is a customer service model as described in this document.
A Layer Two VPN service model (L2SM) is defined in [I-D.ietf-l2sm-l2vpn-service-model]. That model’s usage is described as in Figure 6 which is a reproduction of Figure 5 from that document. As can be seen, the L2SM is a customer service model as described in this document.

Figure 5: The L3SM Service Architecture
6.4. The MEF Architecture

The MEF Forum has developed an architecture for network management and operation. It is documented as the Lifecycle Service Orchestration (LSO) Reference Architecture and illustrated in Figure 2 of [MEF-55].

The work of the MEF Forum embraces all aspects of Lifecycle Service Orchestration including billing, SLAs, order management, and life-cycle management. The IETF's work on service models is typically smaller offering a simple, self-contained service YANG module. This does not invalidate either approach: it only observes that they are different approaches.
7. Further Concepts

This section introduces a few further, more advanced concepts.

7.1. Technology Agnostic

Service models should generally be technology agnostic. That is to say, the customer should not care how the service is provided so long as the service is delivered.

However, some technologies reach the customer site and make a difference to the type of service delivered. Such features do need to be described in the service model.

Two examples are:

- The data passed between customer equipment and network operator equipment will be encapsulated in a specific way, and that data plane type forms part of the service.

- Protocols that are run between customer equipment and network operator equipment (for example, Operations, Administration, and Maintenance protocols, protocols for discovery, or protocols for exchanging routing information) need to be selected and configured as part of the service description.

7.2. Relationship to Policy

Policy appears as a crucial function in many places during network orchestration. A Service Orchestrator will, for example, apply the network operator’s policies to determine how to provide a service for a particular customer (possibly considering commercial terms). However, the policies within a service model are limited to those over which a customer has direct influence and that are acted on by the network operator.

The policies that express desired behavior of services on occurrence of specific events are close to SLA definitions: they should only be included in the base service model where they are common to all network operators’ offerings. Policies that describe who at a customer may request or modify services (that is, authorization) are close to commercial terms: they, too, should only be included in the base service model where they are common to all network operators’ offerings.

As with commercial terms and SLAs discussed in Section 5, it is expected that some network operators will enhance standard customer service models to include policy parameters either using their own
work or depending on specific policy models built in the IETF or other standards bodies.

Nevertheless, policy is so important that all service models should be designed to be easily extensible to allow policy components to be added and associated with services as needed.

7.3. Operator-Specific Features

When work on the L3SM was started, there was some doubt as to whether network operators would be able to agree on a common description of the services that they offer to their customers because, in a competitive environment, each markets the services in a different way with different additional features. However, the working group was able to agree on a core set of features that multiple network operators were willing to consider as “common”. They also understood that, should an individual network operator want to describe additional features (operator-specific features), they could do so by extending or augmenting the L3SM model.

Thus, when a basic description of a core service is agreed and documented in a service model, it is important that that model should be easily extended or augmented by each network operator so that the standardized model can be used in a common way and only the operator-specific features varied from one environment to another.

7.4. Supporting Multiple Services

Network operators will, in general, offer many different services to their customers. Each would normally be the subject of a separate service model.

Whether each service model is handled by a specialized Service Orchestrator able to provide tuned behavior for a specific service or whether all service models are handled by a single Service Orchestrator is an implementation and deployment choice.

It is expected that, over time, certain elements of the service models will be seen to repeat in each model. An example of such an element is the postal address of the customer.

It is anticipated that, while access to such information from each service model is important, the data will be described in its own module and may form part of the service model either by inclusion or by index.
8. Security Considerations

The interface between customer and service provider is a commercial interface and needs to be subject to appropriate confidentiality. Additionally, knowledge of what services are provided to a customer or delivered by a network operator may supply information that can be used in a variety of security attacks. The service model itself will expose security-related parameters for the specific service where the related function is available to the customer.

Clearly, the ability to modify information exchanges between customer and network operator may result in bogus requests, unwarranted billing, and false expectations. Furthermore, in an automated system, modifications to service requests or the injection of bogus requests may lead to attacks on the network and delivery of customer traffic to the wrong place.

Therefore it is important that the protocol interface used to exchange service request information between customer and network operator is subject to authorization, authentication, and encryption. Clearly, the level of abstraction provided by a service model protects the operator from unwarranted visibility into their network, and the fact that it is entirely up to the operator how they deliver the service provides additional protection.

Equally, all external interfaces, such as any of those between the functional components in Figure 3 needs to be correctly secured. This document discusses modeling the information, not how it is exchanged.

9. Manageability Considerations

This whole document discusses issues related to network management and control.

It is important to observe that automated service provisioning resulting from use of a customer service model may result in rapid and significant changes in traffic load within a network and that that might have an effect on other services carried in a network.

It is expected, therefore, that a Service Orchestration component has awareness of other service commitments, that the Network Orchestration component will not commit network resources to fulfill a service unless doing so is appropriate, and that a feedback loop will be provided to report on degradation of the network that will impact the service.
The operational state of a service does not form part of a customer service model. However, it is likely that a network operator may want to report some state information about various components of the service, and that could be achieved through extensions to the core service model just as SLA extensions could be made as described in Section 5.

10. IANA Considerations

This document makes no requests for IANA action.
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The IP Flow Information Export (IPFIX) Protocol [RFC7011] provides
network administrators with traffic flow information using the
Information Elements (IEs) defined in IANA’s IPFIX registry
[IANA-IPFIX].  [RFC7011] specifies an IPFIX Message length of 16
bits.  As new IEs are introduced in IPFIX to export long information,
such as the BGP community information
[I-D.ietf-opsawg-ipfix-bgp-community], one IPFIX Message no longer
has sufficient space to fit all the information of a specific flow.
The maximum IPFIX message size needs to be extended beyond 65535
octets.  This document updates the IPFIX specification by extending
the IPFIX Message length from 16 bits to 32 bits, which means the
maximum IPFIX message size is 4 giga bytes.  For backwards
compatibility, a new version of IPFIX (i.e., 11) is introduced to
support the 32-bit Message length.

2.  Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
"SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [RFC2119].
3. IPFIX Extended Length Message

The goal of this document is to allow the export of IPFIX messages up to 4294967295 (4 giga) octets to satisfy the two situations that may result in the IPFIX message beyond 65535 octets. One is the IPFIX message consisting of many small fields where each field is 8-bits or 16-bits long. The other one is the IPFIX message consisting of at least one IE which is longer than 65535 octets, such as the IEs defined in [I-D.ietf-opsawg-ipfix-bgp-community].

To satisfy the two situations, this document extends the following length fields to 32 bits: the Length field in the IPFIX Message Header, the Length field in the Set Header and the Length field in the variable-length IE.

3.1. IPFIX Extended Length Message Header

The IPFIX Message Header with a 32 bits length field is called the IPFIX Extended Length Message Header, whose format is shown in Figure 1. The version number MUST be 11. The length field is 32-bits long. The meanings and other specifications of the fields in the Extended Message Header are in accordance with [RFC7011]. Please refer to Figure F in [RFC7011].

```
0                   1                   2                   3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|        Version Number         |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                              Length                           |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                          Export Time                        |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                      Sequence Number                       |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                   Observation Domain ID                    |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

Figure 1: IPFIX Extended Length Message Header Format

3.2. IPFIX Extended Length Set Header

The IPFIX Set Header with a 32 bits length field is called the IPFIX Extended Length Set Header, whose format is shown in Figure 2. The meanings and other specifications of the fields in the Extended Length Set Header are in accordance with [RFC7011]. Please refer to Figure I in [RFC7011].
3.3. IPFIX Extended Variable-Length IE

The Extended Variable-Length IE allows export of variable-length IEs with size greater than or equal to 65535 octets, the length field of which is extended to 32 bits as shown in Figure 3. The meanings and other specifications of the fields in the Extended Variable-Length IE are in accordance with [RFC7011]. Please refer to Figure S in [RFC7011].

4. Transport Protocol Considerations

As per section 10 of RFC7011, the IPFIX Protocol is transport protocol independent. SCTP [RFC4960] using the Partially Reliable SCTP (PR-SCTP) extension as specified in [RFC3758] MUST be implemented by all compliant implementations. UDP [RFC768] MAY also be implemented by compliant implementations. TCP [RFC793] MAY also be implemented by compliant implementations. The Collecting Process of a compliant implementation supporting IPFIX Extended Length Message MUST be able to handle IPFIX Message lengths of up to 4294967295 octets.
5. Security Considerations

This extension to IPFIX does not change IPFIX’s underlying security issues, please refer to RFC7011.

6. IANA Considerations

A new IPFIX Version Number value of 11 is reserved in IANA’s IPFIX registry [IANA-IPFIX] for the IPFIX Extended Length Message specified in this document.
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Abstract

Network operators and service providers are facing the challenge of deployment of systems from different vendors while looking for a trade-off among transmission performance, network device reuse, and capital expenditure without the need of being tied to single vendor equipment. The deployment and operation of more dynamic and programmable transport optical network infrastructures can be driven by adopting model-driven and software-defined control and management paradigms. In this context, YANG enables to compile a set of consistent vendor-neutral data models for optical networks and components based on actual operational needs emerging from heterogeneous use cases. This document extends YANG from data to functional modeling in order to describe events, operations, and finite state machine of YANG-defined network elements. The proposed models can be applied in the context of optical networks to pre-instruct data plane devices (e.g., an optical transponder) on the actions to be performed (e.g., code adaptation) in case some events, such as physical layer degradations, occur.
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1. Introduction

Networks are evolving toward more programmability, flexibility, and multi-vendor interoperability. Multi-vendor interoperability can be applied in the context of nodes, i.e., a node composed of components provided by different vendors (named white box) is assembled under the same control system. This way, operators can optimize costs and network performance without the need of being tied to single vendor equipment. NETCONF protocol RFC6241 [RFC6241] based on YANG data modeling language RFC6020 [RFC6020] is emerging as a candidate Software Defined Networking (SDN) enabled protocol. First, NETCONF supports both control and management functionalities, thus permits high programmability. Then, YANG enables data modeling in a vendor-neutral way. Some recent works have provided YANG models to describe attributes of links (e.g., identification), nodes (e.g., connectivity matrix), media channels, and transponders (e.g., supported forward error correction - FEC) of networks ([I-D.ietf-i2rs-yang-network-topo] [I-D.vergara-ccamp-flexigrid-yang] [I-D.zhang-ccamp-l1-topo-yang]), also including optical technologies. Such draft mainly refers to elastic optical networks (EONs), i.e., optical networks based on flexible grid where circuits with different bandwidth requirements are switched. EONs are expected to employ flexible transponders, i.e., transponders supporting multiple bit rates, multiple modulation formats, and multiple codes. Such transponders permits the (re-) configuration of the bit rate value based on traffic requirements, as well as the configuration of the modulation format and code based on the physical characteristics of a path (e.g., quadrature phase shift keying is more robust than 16 quadrature amplitude modulation). This document extends YANG from data to functional modeling in order to describe events, operations, and finite state machine of YANG-defined network elements. Such models can be applied to a case of transponder reconfiguration in EONs. In particular, the model enables a centralized remote network controller (managed by a network operator) to instruct a transponder controller about the actions to perform when certain events (e.g., failures) occur. The actions to be taken and the events can be re-programmed on the device.

2. Conventions used in this document

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC2119 [RFC2119].
3. Terminology

ABNO: Application-Based Network Operations
BER: Bit Error Rate
EON: Elastic Optical Network
FEC: Forward Error Correction
FSM: Finite State Machine
NETCONF: Network Configuration Protocol
OAM: Operation Administration and Maintenance
SDN: Software Defined Network
YANG: Yet Another Network Generator

4. Example of application

Flexible transponders enable several settings of transmission parameters’ configuration, through the support of multiple modulation formats and forward error correction (FEC) schemes. This way, transmission parameters can be (re-)configured based on the physical layer conditions. The YANG model presented in this draft enables to pre-program reconfiguration settings of data plane devices in case of failures or physical layer degradations. In particular, soft failures are assumed. Soft failures imply transmission performance degradation, in turns a bit error rate (BER) increase, e.g. due to the ageing of some network devices. Without loosing generality, the ABNO architecture is assumed for the control and management of EONs (RFC7491 [RFC7491]). Considering the state of the art, when pre-FEC BER passes above a predefined threshold, it is expected that an alarm is sent to the OAM Handler, which communicates with the ABNO controller that may trigger an SDN controller (that could be the Provisioning Manager of ABNO RFC7491 [RFC7491]) for computing new transmission parameters. The involved ABNO modules are shown in the simplified ABNO architecture of Fig. 1. Then, transponders are reconfigured. When alarms related to several connections impacted by the soft failure are generated, this procedure may be particularly time consuming. The related workflow for transponder reconfiguration is shown in Fig. 2. The proposed model enables an SDN controller to instruct the transponder about reconfiguration of new transmission parameters values if a soft failure occurs. This can be done before the failure occurs (e.g., during the connection instantiation phase or during the connection service), so that data plane devices can
promptly reconfigure themselves without querying the SDN controller to trigger an on-demand recovery. This is expected to speed up the recovery process from soft failures. The related flow chart is shown in Fig. 3.

Figure 1: Assumed ABNO functional modules
Figure 2: Flow chart of the expected state-of-the-art approach
5. Extending YANG for events and reactions

The model extends YANG to define a list of events associated with specific reactions. The related code and tree are shown in the Appendix.

<event>: this element defines an event and it is composed by a set of leaves’ attributes as follows.
<name>: this attribute defines the name of the event.
<type>: this attribute defines the type of the event from a pool of possible event types predefined inside the YANG model. Together with the <name> attribute, it uniquely identifies the event.
<description>: this optional attribute is a "string" describing the event.
<filters>: this leaf is a list that enhances the description of an event. Given that an event does not necessary means a particular degradation or faults, this list can be used to define thresholds to express a measure.
of the event.
<filter>: this leaf of <filters> defines a threshold to characterize the event.
<filter-id>: this leaf of <filters> define the identifier number associated with the <filter> attribute.
<reaction>: this attribute defines a list of operations to take if the event occurs.
<operations>: this list defines the set of operations that have to be taken if the event occurs.
<id>: this leaf of <operations> defines the identifier number of an operation.
<type>: this leaf of <operations> defines the type of an operation.
<simple>: this leaf defines {differently from <conditional> detailed below} an operation that has to be directly executed.
<execute>: this attribute recalls an RPC encapsulating the effective task (operation) to be executed by the data plane hardware.
<next-operation>: this attribute defines the identification number of a next operation that has to be taken.
<conditional>: this leaf enables a check ("true" or "false") to be verified before executing the operation. Based on the check, the proper attributes <execute> and <next-operation> are considered.
<statement>: this leaf of <conditional> defines the condition to be verified before executing the operation.
<true>: this leaf of <conditional> defines a result of the check associated to <statement>. Proper <execute> and <next-operation> attributes are associated with this result of the check.
<false>: this leaf of <conditional> defines a result of the check associated to <statement>. Proper <execute> and <next-operation> attributes are
6. Extending YANG for finite state machine (FSM)

This model extends the one of the events and reactions by adding the state information and state transition. More precisely, the model defines a list of states associated with events. Each state has a description attribute and it is identified through an id. Each state includes a list of events as defined in the event model, with the additional next-state attribute, which points to the next state. The related code and tree are shown in the Appendix.

<current-state>: it defines the current state of the FSM.
<states>: this element defines the FSM as follows.
   <state>: this list defines all the FSM states.
      <id>: this leaf attribute of <state> defines the identifier of the state
      <name>: this leaf attribute of <state> defines the name of the state
      <description>: this leaf is a "string" describing the state
      <events>: this attribute is the one described in the previous section. In particular, this attribute defines a list of events that may induce a transition to another state in the FSM.
      <next-state>: this attribute is included in the model <events> and defines the next state of FSM when an operation is executed.

7. Implementation for the considered use case of application

The models defined in this document are an extension of YANG through functions, events, and FSM, besides data modeling. These models can be used to enable a centralized network controller, managed by a network operator, to instruct data plane hardware on its reconfiguration if some events, such as a failure or physical layer degradation, occur. As an example, an optical signal impacted by a soft failure (i.e., a physical layer degradation inducing a pre-forward error correction bit error rate increase - pre-FEC) can be maintained by adapting the FEC of the signal itself. This action to be taken and, more in general operations to be executed depending on critical events, can be (re-) programmed on the transponder by (re-) sending a NETCONF <edit-config> message to the device controller including a FSM defined by the YANG model. Such a system has the main goal to speed up the reaction of the network to certain events/
faults and to alleviate the workload of the centralized controller. The speed up derives from the fact that the centralized controller is able to pre-compute and pre-configure on the network devices the actions to take when an event occurs taking into account a global view and knowledge of the network. In this way, the device is already aware of the actions to be locally applied to reconfigure a connection, avoiding to inform the controller and to wait for the response indicating what to do. Consequently, part of the workload is also removed from the centralized controller. When the reaction is successfully completed in the data plane, the centralized controller can be notified about the faults and the taken action. A flexible transponder supporting two FEC types, 7% and 20%, is considered. A two-states FSM is also assumed. The states have <name> attribute set to "Steady" and "Fec-Baud-Adapt", respectively. In the "Steady" state, the signal is in a healthy condition, adopting a 7% FEC, with a pre-FEC BER below an assigned threshold of 9 x 10^-4. A transition from this state can be triggered by the event with <name>=BER_CHANGE and <filter-type>=9 x 10^-4, thus expressing a change of the pre-FEC BER above the threshold. In case the pre-FEC BER exceeds 9 x 10^-4 due to a soft failure, the state machine evolves to the "Fec-Baud-Adapt" state and an adaptation to a more robust FEC of 20% (executed by the attribute <execute>) is performed. The system can return to the "Steady" state if the pre-FEC BER goes below another pre-defined threshold and the FEC is reconfigured to 7%.

8. Appendix

This appendix reports the YANG models code and the related tree.

8.1. YANG model for events and actions - Tree
++-rw events
  ++-rw event [name type]
    ++-rw name               string
    ++-rw type               event-type
    ++-rw description?       string
  ++-rw filters
    ++-rw filter [filter-id]
      ++-rw filter-id        yp:filter-id
  ++-rw reaction
    ++-rw operation [id]
      ++-rw id               event-id-type
      ++-rw type             enumeration
    8.2.  YANG model for FSM - Tree
8.3. YANG model for events and actions - Code

module events {
  namespace "http://sssup.it/events";
  prefix ev;

  import ietf-yang-push {
    prefix yp;
  }

  organization "Scuola Superiore Sant’Anna Network and Services Laboratory";

  contact "Editor: Matteo Dallaglio"
This module contains a YANG definitions of events and generic reactions.

revision 2016-03-15 {
    description "Initial Revision.";
    reference
      "RFC xxxx: A YANG data model for the description of events and reactions";
}

// identity statements

identity EVENT {
    description "Base for all types of event";
}

identity ON_CHANGE {
    base EVENT;
    description
      "The event when the database changes.";
}

// typedef statements

typedef event-type {
    type identityref {
        base EVENT;
    }
}

typedef event-id-type {
    type uint32;
}

// grouping statements

grouping operation-block {
    leaf id {
        type event-id-type;
    }
    leaf type {
        type enumeration {
            enum CONDITIONAL_OP;
            enum SIMPLE_OP;
        }
    }
}
mandatory true;

grouping execution-top {
  anyxml execute {
    description "Represent the action to perform";
  }
  leaf next-operation {
    type event-id-type;
    description "the id of the next operation to execute";
  }
}

container conditional {
  when ".../type = 'CONDITIONAL_OP'";
  leaf statement {
    type string;
    mandatory true;
    description "The statement to be evaluated before execution. E.g. if a=b";
  }
  container true {
    uses execution-top;
  }
  container false {
    uses execution-top;
  }
}

container simple {
  when ".../type = 'SIMPLE_OP'";
  description "Simple execution of an action without checking any condition";
  uses execution-top;
}

grouping operation-top {
  list operation {
    key "id";
    ordered-by user;
    uses operation-block;
  }
}

grouping on-change {

}
description
"Event occurring when a modification of one or more objects occurs";

container filters {
    description
    "This container contains a list of configurable filters that can be applied to subscriptions. This facilitates the reuse of complex filters once defined."
    list filter {
        key "filter-id";
        description
        "A list of configurable filters that can be applied to subscriptions.";
        leaf filter-id {
            type yp:filter-id;
            description
            "An identifier to differentiate between filters."
        }
        uses yp:datatree-filter;
    }
}

grouping event-top {
    leaf name {
        type string;
        mandatory true;
    }
    leaf type {
        type event-type;
        mandatory true;
    }
    leaf description {
        type string;
    }

    // list of all possible events
    uses on-change {
        when "type = 'ON_CHANGE'";
    }

    container reaction {
        uses operation-top;
    }
}
grouping events-top {
    container events {
        list event {
            key "name type";
            uses event-top;
        }
    }
}

// data definition statements
uses events-top;

// extension statements

// feature statements

// augment statements

// rpc statements

// notification statements

};//module events

8.4.  YANG model for FSM - Code

module finite-state-machine {
    namespace "http://sssup.it/fsm";
    prefix fsm;

    import events {
        prefix ev;
    }

    organization
        "Scuola Superiore Sant’Anna Network and Services Laboratory";

    contact
        " Editor: Matteo Dallaglio<br>
        <mailto:m.dallaglio@sssup.it>
    ";

    description
        "This module contains a YANG definitions of a generic finite state
revision 2016-03-15 {
  description "Initial Revision.";
  reference
    "RFC xxxx:";
}

// identity statements

// typedef statements
typedef state-id-type {
  type uint32;
}

// grouping statements

grouping state-top {
  leaf id {
    type state-id-type;
  }
  leaf name {
    type string;
  }
  leaf description {
    type string;
  }
}

grouping next-state-top {
  leaf next-state {
    type leafref {
      path "../../../../../states/state/id";
    } description "Id of the next state";
  }
}

uses ev:events-top {
  augment "events/event/reaction/operation/conditional/true" {
    uses next-state-top;
  }
  augment "events/event/reaction/operation/conditional/false" {
    uses next-state-top;
  }
}
augment "events/event/reaction/operation/simple" {
    //uses next-state-top;
    leaf next-state {
        type leafref {
            path "../..../..../..../..../..../..../states/state/id";
        }
        description "Id of the next state";
    }
}

grouping states-top {
    leaf current-state {
        type leafref {
            path "../states/state/id";
        }
    }
    container states {
        list state {
            key "id";
            uses state-top;
        }
    }
}

// data definition statements

uses states-top;

// extension statements

// feature statements

// augment statements.

// rpc statements

// notification statements
8.5. Example of values for the YANG model

<table>
<thead>
<tr>
<th>FIELD NAME</th>
<th>YANG DATA TYPE</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current State</td>
<td>leafref</td>
<td>&quot;an existing state id in the FSM&quot;</td>
</tr>
<tr>
<td>State</td>
<td></td>
<td></td>
</tr>
<tr>
<td>id</td>
<td>uint32</td>
<td>1</td>
</tr>
<tr>
<td>name</td>
<td>string</td>
<td>Steady</td>
</tr>
<tr>
<td>description</td>
<td>string</td>
<td>&quot;whatever string&quot;</td>
</tr>
<tr>
<td>event</td>
<td></td>
<td></td>
</tr>
<tr>
<td>name</td>
<td>string</td>
<td>&quot;whatever string&quot;</td>
</tr>
<tr>
<td>type</td>
<td>enum</td>
<td>BER_CHANGE</td>
</tr>
<tr>
<td>description</td>
<td>string</td>
<td>&quot;whatever string&quot;</td>
</tr>
<tr>
<td>filter</td>
<td></td>
<td></td>
</tr>
<tr>
<td>filter-id</td>
<td>uint32</td>
<td>2</td>
</tr>
<tr>
<td>filter-type</td>
<td>anyxml or xpath</td>
<td>BER&gt;0.0009</td>
</tr>
<tr>
<td>reaction</td>
<td></td>
<td></td>
</tr>
<tr>
<td>id</td>
<td>uint32</td>
<td>3</td>
</tr>
<tr>
<td>type</td>
<td>enum</td>
<td>SIMPLE</td>
</tr>
<tr>
<td>statement</td>
<td>string</td>
<td>&quot;whatever string&quot;</td>
</tr>
<tr>
<td>execute</td>
<td>anyxml</td>
<td>&quot;this recalls an RPC where the FEC value is expressed&quot;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NULL</td>
</tr>
<tr>
<td>next-operation</td>
<td>uint32</td>
<td>&quot;an existing state id in the FSM&quot;</td>
</tr>
<tr>
<td>next-state</td>
<td>leafref</td>
<td></td>
</tr>
</tbody>
</table>
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Abstract

For the sake of network automation and the need for programming NAT function in particular, a data model for configuring and managing the NAT device is essential. This document defines a YANG data model for the NAT function. Both the NAT44 and NAT64 are covered in this document.
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This document defines a data model for Network Address Translation (NAT) using the YANG data modeling language [RFC6020]. Traditional NAT is defined in [RFC2663] and Carrier Grade NAT is defined in [RFC6888]. This document covers the NAT features in both documents. This document also covers the NAT64 as defined in [RFC6146].

This document assumes [RFC4787][RFC5382][RFC5508] are enabled by default.

1.1. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

The usage of the term "NAT device" in this document refer to any NAT44 and NAT64 devices. This document uses the term "Session" as it is defined in [RFC2663] and the term BIB as it is defined in [RFC6146].

1.2. Tree Diagrams

The meaning of the symbols in these diagrams is as follows:

- Brackets "[" and "]" enclose list keys.
Curly braces "{" and "}" contain names of optional features that make the corresponding node conditional.

Abbreviations before data node names: "rw" means configuration (read-write), "ro" state data (read-only).

Symbols after data node names: "?" means an optional node, "!" a container with presence, and "*" denotes a "list" or "leaf-list".

Parentheses enclose choice and case nodes, and case nodes are also marked with a colon (":").

Ellipsis ("...") stands for contents of subtrees that are not shown.

2. Overview of the NAT YANG Data Model

The NAT data model is designed to cover both configuration and state retrieval, nevertheless this document covers dynamic (implicit) mapping while PCP-related functionality to instruct dynamic explicit mapping is defined in [I-D.boucadair-pcp-yang].

In order to cover, in particular, both NAT64 and NAT44 flavors, the NAT mapping structure allows to include an IPv4 or IPv6 address as an internal IP address. Remaining fields are common to both NAT schemes. NPTv6 is also in scope [RFC6296].

This document assumes [RFC4787][RFC5382][RFC5508] are enabled by default. Also, the data model relies on the recommendations in [RFC6888] and [RFC7857].

A single NAT device can have multiple NAT instances; each responsible to service a group of internal hosts. This document does make any assumption how internal hosts are attached to a given NAT instance.

The data model assumes that each NAT instance can: be enable/disabled, be provisioned with a dedicated configuration data, and maintain its own mapping table.

This data model assumes that blocks of IP global addresses can be provisioned to the NAT function. These blocks may be contiguous or non-contiguous [RFC6888].

A NAT function can either assign individual port numbers or port sets (e.g., [RFC7753]). Both features are supported in the YANG data model.
To accommodate deployments where [RFC6302] is not enabled, this YANG model allows to instruct a NAT function to log the destination port number. The reader may refer to [I-D.ietf-behave-ipfix-nat-logging] which provides the templates to log the destination ports.

This document does not cover the following functionalities:

- Dynamic explicit mappings.
- DSCP-related operations.
- Deterministic NAT assignment scheme [RFC7422].

The tree structure of the NAT data model is provided below:

```yang
module: ietf-nat
  +++rw nat-config
      +++rw nat-instances
          +++rw nat-instance* [id]
              +++rw id               uint32
              +++rw name?           string
              +++rw enable?         boolean
              +++rw external-ip-address-pool* [pool-id]
                  +++rw pool-id         uint32
                  +++rw external-ip-pool? inet:ipv4-prefix
              +++rw subscriber-mask-v6?         uint8
              +++rw subscriber-mask-v4* [sub-mask-id]
                  +++rw sub-mask-id    uint32
                  +++rw sub-mask       inet:ipv4-prefix
              +++rw paired-address-pooling?       boolean
              +++rw nat-mapping-type?            enumeration
              +++rw nat-filtering-type?          enumeration
              +++rw port-quota?                  uint16
              +++rw port-set
                  +++rw port-set-enable?   boolean
                  +++rw port-set-size?     uint16
                  +++rw port-set-timeout?  uint32
              +++rw port-allocation-type?        enumeration
              +++rw address-roundrobin-enable?   boolean
              +++rw udp-timeout?               uint32
              +++rw tcp-idle-timeout?           uint32
              +++rw tcp-trans-open-timeout?     uint32
              +++rw tcp-trans-close-timeout?    uint32
              +++rw tcp-in-syn-timeout?         uint32
              +++rw fragment-min-timeout?       uint32
              +++rw icmp-timeout?               uint32
              +++rw per-port-timeout* [port-number]
                  +++rw port-number      inet:port-number
                  +++rw port-timeout     inet:port-number
              +++rw hold-down-timeout?          uint32
```

++rw logging-info
    ++rw destination-address  inet:ipv4-prefix
    ++rw destination-port    inet:port-number
++rw connection-limit
    ++rw limit-per-subscriber? uint32
    ++rw limit-per-vrf?       uint32
    ++rw limit-per-subnet?    inet:ipv4-prefix
    ++rw limit-per-instance   uint32
    ++rw limit-per-udp       uint32
    ++rw limit-per-tcp       uint32
    ++rw limit-per-icmp      uint32
++rw mapping-limit
    ++rw limit-per-subscriber? uint32
    ++rw limit-per-vrf?       uint32
    ++rw limit-per-subnet?    inet:ipv4-prefix
    ++rw limit-per-instance   uint32
    ++rw limit-per-transport uint8
++rw ftp-alg-enable?     boolean
++rw dns-alg-enable?     boolean
++rw tftp-alg-enable?    boolean
++rw msrpc-alg-enable?   boolean
++rw netbios-alg-enable? boolean
++rw rcmd-alg-enable?    boolean
++rw sip-alg-enable?     boolean
++rw rtsp-alg-enable?    boolean
++rw h323-alg-enable?    boolean
++rw all-algs-enable?    boolean
++rw notify-pool-usage
    ++rw pool-id?           uint32
    ++rw notify-pool-hi-threshold percent
    ++rw notify-pool-low-threshold? percent
++rw nat64-prefixes* [nat64-prefix-id]
    ++rw nat64-prefix-id   uint32
    ++rw nat64-prefix?     inet:ipv6-prefix
    ++rw destination-ipv4-prefix* [ipv4-prefix-id]
        ++rw ipv4-prefix-id   uint32
        ++rw ipv4-prefix?     inet:ipv4-prefix
++rw mapping-table
    ++rw mapping-entry* [index]
        ++rw index           uint32
        ++rw type?           enumeration
        ++rw internal-src-address inet:ip-address
        ++rw internal-src-port
            ++rw (port-type)?
                ++:(single-port-number)
                    | ++rw single-port-number? inet:port-number
                ++:(port-range)
| +--ro rcmd-alg-support? boolean
| +--ro ldap-alg-support? boolean
| +--ro sip-alg-support? boolean
| +--ro rtsp-alg-support? boolean
| +--ro h323-alg-support? boolean
| +--ro paired-address-pooling-support? boolean
| +--ro endpoint-independent-mapping-support? boolean
| +--ro address-dependent-mapping-support? boolean
| +--ro address-and-port-dependent-mapping-support? boolean
| +--ro endpoint-independent-filtering-support? boolean
| +--ro address-dependent-filtering? boolean
| +--ro address-and-port-dependent-filtering? boolean
| +--ro nat-current-config
| | +--ro external-ip-address-pool* [pool-id]
| | | +--ro pool-id uint32
| | | +--ro external-ip-pool? inet:ipv4-prefix
| | +--ro subscriber-mask-v6? uint8
| | +--ro subscriber-mask-v4* [sub-mask-id]
| | | +--ro sub-mask-id uint32
| | | +--ro sub-mask inet:ipv4-prefix
| +--ro paired-address-pooling? boolean
| +--ro nat-mapping-type? enumeration
| +--ro nat-filtering-type? enumeration
| +--ro port-quota? uint16
| +--ro port-set
| | +--ro port-set-enable? boolean
| | +--ro port-set-size? uint16
| | +--ro port-set-timeout? uint32
| +--ro address-allocation-type? enumeration
| +--ro udp-timeout? uint32
| +--ro tcp-idle-timeout-enable? boolean
| +--ro tcp-idle-timeout? uint32
| +--ro tcp-trans-open-timeout? uint32
| +--ro tcp-trans-close-timeout? uint32
| +--ro tcp-in-syn-timeout? uint32
| +--ro fragment-min-timeout? uint32
| +--ro icmp-timeout? uint32
| +--ro per-port-timeout* [port-number]
| | +--ro port-number inet:port-number
| | +--ro port-timeout inet:port-number
| +--ro hold-down-timeout? uint32
| +--ro logging-info
| | +--ro destination-address inet:ipv4-prefix
| | +--ro destination-port inet:port-number
| +--ro connection-limit
| | +--ro limit-per-subscriber? uint32
| +--ro limit-per-vrf? uint32
| +--ro limit-per-subnet? inet:ipv4-prefix
++-ro limit-per-instance  uint32
++-ro limit-per-udp  uint32
++-ro limit-per-tcp  uint32
++-ro limit-per-icmp  uint32
++-ro mapping-limit
  ++-ro limit-per-subscriber?  uint32
  ++-ro limit-per-vrf?  uint32
  ++-ro limit-per-subnet?  inet:ipv4-prefix
  ++-ro limit-per-instance  uint32
  ++-ro limit-per-transport  uint8
++-ro ftp-alg-enable?  boolean
++-ro dns-alg-enable?  boolean
++-ro tftp-alg-enable?  boolean
++-ro msrpc-alg-enable?  boolean
++-ro netbios-alg-enable?  boolean
++-ro rcmd-alg-enable?  boolean
++-ro ldap-alg-enable?  boolean
++-ro sip-alg-enable?  boolean
++-ro rtsp-alg-enable?  boolean
++-ro h323-alg-enable?  boolean
++-ro all-algs-enable?  boolean
++-ro notify-pool-usage
  ++-ro pool-id?  uint32
  ++-ro notify-pool-hi-threshold  percent
  ++-ro notify-pool-low-threshold?  percent
++-ro nat64-prefixes* [nat64-prefix-id]  
  ++-ro nat64-prefix-id  uint32
  ++-ro nat64-prefix?  inet:ipv6-prefix
++-ro destination-ipv4-prefix* [ipv4-prefix-id]
  ++-ro ipv4-prefix-id  uint32
  ++-ro ipv4-prefix?  inet:ipv4-prefix
++-ro mapping-table
++-ro mapping-entry* [index]
  ++-ro index  uint32
  ++-ro type?  enumeration
  ++-ro internal-src-address  inet:ip-address
  ++-ro internal-src-port
    ++-ro (port-type)?
      ++-:(single-port-number)
        ++-ro single-port-number?  inet:port-number
      ++-:(port-range)
        ++-ro start-port-number?  inet:port-number
        ++-ro end-port-number?  inet:port-number
  ++-ro external-src-address  inet:ipv4-address
  ++-ro external-src-port
    ++-ro (port-type)?
      ++-:(single-port-number)
        ++-ro single-port-number?  inet:port-number

3. NAT YANG Module

<CODE BEGINS> file "ietf-nat@2017-07-03.yang"

module ietf-nat {
    //namespace to be assigned by IANA

prefix "nat";
  import ietf-inet-types {
    prefix "inet";
  }
organization "IETF NetMod Working Group";
contact
  "Senthil Sivakumar <ssenthil@cisco.com>
  Mohamed Boucadair <mohamed.boucadair@orange.com>
  Suresh Vinapamula <sureshk@juniper.net>";
description
  "This module is a YANG module for NAT implementations
  (including both NAT44 and NAT64 flavors).

  Copyright (c) 2017 IETF Trust and the persons identified as
  authors of the code. All rights reserved.

  Redistribution and use in source and binary forms, with or
  without modification, is permitted pursuant to, and subject
  to the license terms contained in, the Simplified BSD License
  set forth in Section 4.c of the IETF Trust’s Legal Provisions
  Relating to IETF Documents
  (http://trustee.ietf.org/license-info).

  This version of this YANG module is part of RFC XXXX; see
  the RFC itself for full legal notices.";
revision 2017-07-03 {
  description "Integrates comments from D. Wing and T. Zhou.";
  reference "-06";
}
revision 2015-09-08 {
  description "Fixes few YANG errors.";
  reference "-02";
}
revision 2015-09-07 {
  description "Completes the NAT64 model.";
  reference "01";
}
revision 2015-08-29 {
  description "Initial version.";
  reference "00";
}
typedef percent {
type uint8 {
    range "0 .. 100";
}
description
"Percentage";
/
* Grouping
*/
grouping timeouts {
    description
    "Configure values of various timeouts."

    leaf udp-timeout {
        type uint32;
        default 300;
        description
        "UDP inactivity timeout."
    }

    leaf tcp-idle-timeout {
        type uint32;
        default 7440;
        description
        "TCP Idle timeout, as per RFC 5382 should be no
        2 hours and 4 minutes."
    }

    leaf tcp-trans-open-timeout {
        type uint32;
        units "seconds";
        default 240;
        description
        "The value of the transitory open connection
        idle-timeout. Section 2.1 of [RFC7857] clarifies that a NAT
        should provide different configurable parameters for configuring the open and
        closing idle timeouts. To accommodate deployments that consider
        a partially open timeout of 4 minutes as being
        excessive from a security standpoint, a NAT may
        allow the configured timeout to be less than
        4 minutes. However, a minimum default transitory connection
        idle-timeout of 4 minutes is recommended.";
    }
leaf tcp-trans-close-timeout {
  type uint32;
  units "seconds";
  default 240;
  description "The value of the transitory close connection idle-timeout.
  Section 2.1 of [RFC7857] clarifies that a NAT should provide different configurable parameters for configuring the open and closing idle timeouts.";
}

leaf tcp-in-syn-timeout {
  type uint32;
  default 6;
  description "6 seconds, as defined in [RFC5382].";
}

leaf fragment-min-timeout {
  type uint32;
  default 2;
  description "As long as the NAT has available resources, the NAT allows the fragments to arrive over fragment-min-timeout interval. The default value is inspired from RFC6146.";
}

leaf icmp-timeout {
  type uint32;
  default 60;
  description "60 seconds, as defined in [RFC5508].";
}

list per-port-timeout {
  key port-number;
  description "Some NATs are configurable with short timeouts for some ports, e.g., as 10 seconds on port 53 (DNS) and NTP (123) and longer timeouts on other ports.";
}
leaf port-number {
  type inet:port-number;
  description
    " A port number.";
}

leaf port-timeout {
  type inet:port-number;
  mandatory true;
  description
    "Timeout for this port";
}

leaf hold-down-timeout {
  type uint32;
  units "seconds";
  default 120;
  description
    "Hold down timer. Ports in the hold down pool are not reassigned until this timer expires. The length of time and the maximum number of ports in this state must be configurable by the administrator [RFC6888]. This is necessary in order to prevent collisions between old and new mappings and sessions. It ensures that all established sessions are broken instead of redirected to a different peer. The default value is defined in REQ#8 from [RFC6888].";
}

// port numbers: single or port range
grouping port-number {
  description
    "Individual port or a range of ports.";

  choice port-type {
    default single-port-number;
    description
      "Port type: single or port-range.";

    case single-port-number {
      leaf single-port-number {

      }
    }
  }
}
type inet:port-number;
description
  "Used for single port numbers."
};
}
}
case port-range {
  leaf start-port-number {
    type inet:port-number;
    description
      "Beginning of the port range.";
  }
}
leaf end-port-number {
  type inet:port-number;
  description
    "End of the port range.";
}
}
}
}
}
}
}
}
grouping mapping-entry {
  description
    "NAT mapping entry."
;
  leaf index {
    type uint32;
    description
      "A unique identifier of a mapping entry.";
  }

  leaf type {
    type enumeration {
      enum "static" {
        description
          "The mapping entry is manually configured."
      }
      enum "dynamic" {
        description
          "This mapping is created by an outgoing packet.";
      }
    }
    description
      "Indicates the type of a mapping entry. E.g.,
        a mapping can be: static or dynamic";
  }

leaf internal-src-address {
    type inet:ip-address;
    mandatory true;
    description
        "Corresponds to the source IPv4/IPv6 address
        of the IPv4 packet";
}

container internal-src-port {
    description
        "Corresponds to the source port of the
        IPv4 packet.";
    uses port-number;
}

leaf external-src-address {
    type inet:ipv4-address;
    mandatory true;
    description
        "External IPv4 address assigned by NAT";
}

container external-src-port {
    description
        "External source port number assigned by NAT.";
    uses port-number;
}

leaf transport-protocol {
    type uint8;
    mandatory true;
    description
        "Upper-layer protocol associated with this mapping.
        Values are taken from the IANA protocol registry.
        For example, this field contains 6 (TCP) for a TCP
        mapping or 17 (UDP) for a UDP mapping.";
}

leaf internal-dst-address {
    type inet:ipv4-prefix;
    description
        "Corresponds to the destination IPv4 address
        of the IPv4 packet, for example, some NAT
        implementation support translating both source
        and destination address and ports referred to as
        Twice NAT";
container internal-dst-port {
  description
    "Corresponds to the destination port of the
    IPv4 packet.";
  uses port-number;
}

leaf external-dst-address {
  type inet:ipv4-address;
  description
    "External destination IPv4 address";
}

container external-dst-port {
  description
    "External source port number.";
  uses port-number;
}

leaf lifetime {
  type uint32;
  mandatory true;
  description
    "Lifetime of the mapping. Tracks the connection that is
    fully-formed (e.g., 3WHS TCP is completed.";
}

grouping nat-parameters {
  description
    "NAT parameters for a given instance";

  list external-ip-address-pool {
    key pool-id;

    description
      "Pool of external IP addresses used to service
      internal hosts. Both contiguous and non-contiguous pools
      can be configured for NAT.";

    leaf pool-id {
      type uint32;
      description
    }
  }
}
leaf external-ip-pool {
    type inet:ipv4-prefix;
    description
        "An IPv4 prefix used for NAT purposes.";
}

leaf subscriber-mask-v6 {
    type uint8 {
        range "0 .. 128";
    }
    description
        "The subscriber-mask is an integer that indicates
        the length of significant bits to be applied on
        the source IP address (internal side) to
        unambiguously identify a CPE.

        Subscriber-mask is a system-wide configuration
        parameter that is used to enforce generic
        per-subscriber policies (e.g., port-quota).

        The enforcement of these generic policies does not
        require the configuration of every subscriber’s
        prefix.

        Example: suppose the 2001:db8:100:100::/56 prefix
        is assigned to a NAT64 serviced CPE. Suppose also
        that 2001:db8:100:100::1 is the IPv6 address used
        by the client that resides in that CPE. When the
        NAT64 receives a packet from this client,
        it applies the subscriber-mask (e.g., 56) on
        the source IPv6 address to compute the associated
        prefix for this client (2001:db8:100:100::/56).
        Then, the NAT64 enforces policies based on that
        prefix (2001:db8:100:100::/56), not on the exact
        source IPv6 address.";
}

list subscriber-mask-v4 {
    key sub-mask-id;
    description
"IPv4 subscriber mask."

leaf sub-mask-id {
    type uint32;
    description
        "An identifier of the subscriber masks.";
}

leaf sub-mask {
    type inet:ipv4-prefix;
    mandatory true;
    description
        "The IP address subnets that matches should be translated. E.g., If the private realms that are to be translated by NAT would be 192.0.2.0/24";
}

leaf paired-address-pooling {
    type boolean;
    default true;
    description
        "Paired address pooling is indicating to NAT that all the flows from an internal IP address must be assigned the same external address. This is defined in RFC 4007.";
}

leaf nat-mapping-type {
    type enumeration {
        enum "eim" {
            description
                "endpoint-independent-mapping.
                Refer section 4 of RFC 4787.";
        }
        enum "adm" {
            description
                "address-dependent-mapping.
                Refer section 4 of RFC 4787.";
        }
        enum "edm" {
            description
                "address-and-port-dependent-mapping.
                Refer section 4 of RFC 4787.";
        }
    }
}
leaf nat-filtering-type {
  type enumeration {
    enum "eif" {
      description
      "endpoint-independent- filtering."
      Refer section 5 of RFC 4787.";
    }
    enum "adf" {
      description
      "address-dependent- filtering."
      Refer section 5 of RFC 4787.";
    }
    enum "edf" {
      description
      "address-and-port-dependent- filtering."
      Refer section 5 of RFC 4787.";
    }
  }
  description
  "Indicates the type of a NAT filtering.";
}

leaf port-quota {
  type uint16;
  description
  "Configures a port quota to be assigned per subscriber. It corresponds to the maximum number of ports to be used by a subscriber.";
}

container port-set {
  description
  "Manages port-set assignments.";
  leaf port-set-enable {
    type boolean;
    description
    "Enable/Disable port set assignment.";
  }
  leaf port-set-size {
    type uint16;
    description
    "Indicates the type of a NAT mapping.";
  }
}
leaf port-set-timeout {
  type uint32;
  description
    "Inactivity timeout for port sets.";
}

leaf port-allocation-type {
  type enumeration {
    enum "random" {
      description
        "Port port randomization.";
    }
    enum "port-preservation" {
      description
        "Indicates whether the PCP server should preserve the internal port number.";
    }
    enum "port-range-preservation" {
      description
        "Indicates whether the NAT device should preserve the internal port range.";
    }
    enum "port-parity-preservation" {
      description
        "Indicates whether the PCP server should preserve the port parity of the internal port number.";
    }
  }
  description
    "Indicates the type of a NAT mapping.";
}

leaf address-roundrobin-enable {
  type boolean;
  description
    "Enable/disable address allocation round robin.";
}
uses timeouts;

container logging-info {
  description
  "Information about Logging NAT events";
  leaf destination-address {
    type inet:ipv4-prefix;
    mandatory true;
    description
    "Address of the collector that receives
     the logs";
  } leaf destination-port {
    type inet:port-number;
    mandatory true;
    description
    "Destination port of the collector.";
  }
}

container connection-limit {
  description
  "Information on the config parameters that
   rate limit the translations based on various
   criteria";
  leaf limit-per-subscriber {
    type uint32;
    description
    "Maximum number of NAT mappings per
     subscriber.";
  }
  leaf limit-per-vrf {
    type uint32;
    description
    "Maximum number of NAT mappings per
     VLAN/VRF.";
  }
  leaf limit-per-subnet {
    type inet:ipv4-prefix;
    description
    "Maximum number of NAT mappings per
     subnet.";
  }
  leaf limit-per-instance {
    type uint32;
    mandatory true;
    description
leaf limit-per-udp {
  type uint32;
  mandatory true;
  description
    "Maximum number of UDP NAT mappings per instance.";
}

leaf limit-per-tcp {
  type uint32;
  mandatory true;
  description
    "Maximum number of TCP NAT mappings per instance.";
}

leaf limit-per-icmp {
  type uint32;
  mandatory true;
  description
    "Maximum number of ICMP NAT mappings per instance.";
}

container mapping-limit {
  description
    "Information on the config parameters that rate limit the mappings based on various criteria";

  leaf limit-per-subscriber {
    type uint32;
    description
      "Maximum number of NAT mappings per subscriber.";
  }

  leaf limit-per-vrf {
    type uint32;
    description
      "Maximum number of NAT mappings per VLAN/VRF.";
  }

  leaf limit-per-subnet {
    type inet:ipv4-prefix;
    description
      "Maximum number of NAT mappings per

leaf limit-per-instance {
    type uint32;
    mandatory true;
    description "Maximum number of NAT mappings per instance."
}

leaf limit-per-transport {
    type uint32;
    mandatory true;
    description "Maximum number of NAT mappings per transport protocol."
}

leaf ftp-alg-enable {
    type boolean;
    description "Enable/Disable FTP ALG"
}

leaf dns-alg-enable {
    type boolean;
    description "Enable/Disable DNSALG"
}

leaf tftp-alg-enable {
    type boolean;
    description "Enable/Disable TFTP ALG"
}

leaf msrpc-alg-enable {
    type boolean;
    description "Enable/Disable MS-RPC ALG"
}

leaf netbios-alg-enable {
    type boolean;
    description "Enable/Disable NetBIOS ALG"
}
leaf rcmd-alg-enable {
  type boolean;
  description
    "Enable/Disable rcmd ALG";
}

leaf ldap-alg-enable {
  type boolean;
  description
    "Enable/Disable LDAP ALG";
}

leaf sip-alg-enable {
  type boolean;
  description
    "Enable/Disable SIP ALG";
}

leaf rtsp-alg-enable {
  type boolean;
  description
    "Enable/Disable RTSP ALG";
}

leaf h323-alg-enable {
  type boolean;
  description
    "Enable/Disable H323 ALG";
}

leaf all-algs-enable {
  type boolean;
  description
    "Enable/Disable all the ALGs";
}

container notify-pool-usage {
  description
    "Notification of Pool usage when certain criteria
     is met";

  leaf pool-id {
    type uint32;
    description
      "Pool-ID for which the notification
       criteria is defined";
  }
}
leaf notify-pool-hi-threshold {
    type percent;
    mandatory true;
    description
    "Notification must be generated when the defined high threshold is reached. For example, if a notification is required when the pool utilization reaches 90%, this configuration parameter must be set to 90%";
}

leaf notify-pool-low-threshold {
    type percent;
    description
    "Notification must be generated when the defined low threshold is reached. For example, if a notification is required when the pool utilization reaches below 10%, this configuration parameter must be set to 10%";
}

list nat64-prefixes {
    key nat64-prefix-id;
    description
    "Provides one or a list of NAT64 prefixes With or without a list of destination IPv4 prefixes. Destination-based Pref64::/n is discussed in Section 5.1 of [RFC7050]). For example: 192.0.2.0/24 is mapped to 2001:db8:122:300::/56. 198.51.100.0/24 is mapped to 2001:db8:122::/48.";

    leaf nat64-prefix-id {
        type uint32;
        description
        "An identifier of the NAT64 prefix.";
    }

    leaf nat64-prefix {
        type inet:ipv6-prefix;
        default "64:ff9b::/96";
        description
        "A NAT64 prefix. Can be NSP or WKP [RFC6052].";
    }
}
list destination-ipv4-prefix {
    key ipv4-prefix-id;
    description "An IPv4 prefix/address."
    leaf ipv4-prefix-id {
        type uint32;
        description "An identifier of the IPv4 prefix/address."
    }
    leaf ipv4-prefix {
        type inet:ipv4-prefix;
        description "An IPv4 address/prefix."
    }
}
} //nat-parameters group

container nat-config {
    description "NAT";
    container nat-instances {
        description "nat instances";
        list nat-instance {
            key "id";
            description "A NAT instance."
            leaf id {
                type uint32;
                description "NAT instance identifier [RFC7659]."
            }
            leaf name {
                type string;
                description "A name associated with the NAT instance."
            }
        }
    }
}
leaf enable {
    type boolean;
    description  
      "Status of the the NAT instance.";
}

uses nat-parameters;

container mapping-table {
    description  
      "NAT dynamic mapping table used to track 
       sessions";

    list mapping-entry {
        key "index";
        description  
          "NAT mapping entry.";
        uses mapping-entry;
    }
}

container nat-state {
    config false;
    description  
      "nat-state";

    container nat-instances {
        description  
          "nat instances";

        list nat-instance {
            key "id";
            description  
              "nat instance";

            leaf id {
                type int32;
                description
            }
        }
    }

    /*
     * NAT State
     */
"The identifier of the nat instance."
};

} container nat-capabilities {
  description
      "NAT Capabilities";

  leaf nat44-support {
    type boolean;
    description
      "Indicates NAT44 support";
  }

  leaf nat64-support {
    type boolean;
    description
      "Indicates NAT64 support";
  }

  leaf nptv6-support {
    type boolean;
    description
      "Indicates NPTv6 support";
  }

  leaf static-mapping-support {
    type boolean;
    description
      "Indicates whether static mappings are supported.";
  }

  leaf port-set-support {
    type boolean;
    description
      "Indicates port set assignment support ";
  }

  leaf port-randomization-support {
    type boolean;
    description
      "Indicates whether port randomization is supported.";
  }

  leaf port-range-preservation-support {
    type boolean;


description
"Indicates whether port range
preservation is supported."
;
}

leaf port-preservation-support {
  type boolean;
  description
  "Indicates whether port preservation
  is supported."
;
}

leaf port-parity-preservation-support {
  type boolean;
  description
  "Indicates whether port parity
  preservation is supported."
;
}

leaf address-roundrobin-support {
  type boolean;
  description
  "Indicates whether address allocation
  round robin is supported."
;
}

leaf ftp-alg-support {
  type boolean;
  description
  "Indicates whether FTP ALG is supported"
;
}

leaf dns-alg-support {
  type boolean;
  description
  "Indicates whether DNSALG is supported"
;
}

leaf tftp-support {
  type boolean;
  description
  "Indicates whether TFTP ALG is supported"
;
}

leaf msrpc-alg-support {
  type boolean;
  description
  "Indicates whether MS-RPC ALG is supported"
;
leaf netbios-alg-support {
  type boolean;
  description
    "Indicates whether NetBIOS ALG is supported";
}

leaf rcmd-alg-support {
  type boolean;
  description
    "Indicates whether rcmd ALG is supported";
}

leaf ldap-alg-support {
  type boolean;
  description
    "Indicates whether LDAP ALG is supported";
}

leaf sip-alg-support {
  type boolean;
  description
    "Indicates whether SIP ALG is supported";
}

leaf rtsp-alg-support {
  type boolean;
  description
    "Indicates whether RTSP ALG is supported";
}

leaf h323-alg-support {
  type boolean;
  description
    "Indicates whether H323 ALG is supported";
}

leaf paired-address-pooling-support {
  type boolean;
  description
    "Indicates whether paired-address-pooling is supported";
}

leaf endpoint-independent-mapping-support {
  type boolean;
  description
    "Indicates whether endpoint-independent-mapping is supported";
}
"Indicates whether endpoint-independent-mapping in Section 4 of RFC 4787 is supported."
}

leaf address-dependent-mapping-support {
    type boolean;
    description
    "Indicates whether endpoint-independent-mapping in Section 4 of RFC 4787 is supported."
}

leaf address-and-port-dependent-mapping-support {
    type boolean;
    description
    "Indicates whether endpoint-independent-mapping in Section 4 of RFC 4787 is supported."
}

leaf endpoint-independent-filtering-support {
    type boolean;
    description
    "Indicates whether endpoint-independent-mapping in Section 5 of RFC 4787 is supported."
}

leaf address-dependent-filtering {
    type boolean;
    description
    "Indicates whether endpoint-independent-mapping in Section 5 of RFC 4787 is supported."
}

leaf address-and-port-dependent-filtering {
    type boolean;
    description
    "Indicates whether endpoint-independent-mapping in Section 5 of RFC 4787 is supported."
}

container nat-current-config {
    description
    "current config";

    uses nat-parameters;
}
container mapping-table {
  description
  "Mapping table";
  list mapping-entry {
    key "index";
    description
    "mapping entry";
    uses mapping-entry;
  }
}

container statistics {
  description
  "Statistics related to the NAT instance";
  leaf total-mappings {
    type uint32;
    description
    "Total number of NAT Mappings present at the time. This includes all the static and dynamic mappings";
  }
  leaf total-tcp-mappings {
    type uint32;
    description
    "Total number of TCP Mappings present at the time.";
  }
  leaf total-udp-mappings {
    type uint32;
    description
    "Total number of UDP Mappings present at the time.";
  }
  leaf total-icmp-mappings {
    type uint32;
    description
    "Total number of ICMP Mappings present at the time.";
  }
  container pool-stats {
    description
    "Statistics related to Pool usage";
    leaf pool-id {
      type uint32;
      description
      "Unique Identifier that represents a pool";
    }
  }
}
leaf address-allocated {
    type uint32;
    description
        "Number of allocated addresses in
      the pool";
}

leaf address-free {
    type uint32;
    description
        "Number of free addresses in
      the pool.The sum of free
      addresses and allocated
      addresses are the total
      addresses in the pool";
}

container port-stats {
    description
        "Statistics related to port
      usage.";

    leaf ports-allocated {
        type uint32;
        description
            "Number of allocated ports
      in the pool";
    }

    leaf ports-free {
        type uint32;
        description
            "Number of free addresses
      in the pool";
    }
}

} //statistics
} //nat-instance
} //nat-instances
} //nat-state

/* Notifications */
notification nat-event {
    description
        "Notifications must be generated when the defined
      high/low threshold is reached. Related configuration
      parameters must be provided to trigger
the notifications.;

leaf id {
    type leafref {
        path
        "/nat-state/nat-instances/+"nat-instance/id";
        }
        description
        "NAT instance ID.";
    }

leaf notify-pool-threshold {
    type percent;
    mandatory true;
    description
    "A threshold has been fired.";
    }
}

} //module nat

<CODE ENDS>

4. Sample Examples

TBC

5. Security Considerations

The YANG module defined in this memo is designed to be accessed via the NETCONF protocol [RFC6241]. The lowest NETCONF layer is the secure transport layer and the support of SSH is mandatory to implement secure transport [RFC6242]. The NETCONF access control model [RFC6536] provides means to restrict access for particular NETCONF users to a pre-configured subset of all available NETCONF protocol operations and contents.

All data nodes defined in the YANG module which can be created, modified and deleted (i.e., config true, which is the default). These data nodes are considered sensitive. Write operations (e.g., edit-config) applied to these data nodes without proper protection can negatively affect network operations.

6. IANA Considerations

This document requests IANA to register the following URI in the "IETF XML Registry" [RFC3688]:

This document requests IANA to register the following YANG module in the "YANG Module Names" registry [RFC6020].

name: ietf-nat
prefix: nat
reference: RFC XXXX
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Abstract

This document discusses the motivation and requirements for supporting interactive network queries and data collection through a mechanism called Dynamic Network Probes (DNP). Network applications and OAM have various data requirements from the data plane. The unpredictable and interactive nature of the query for network data analytics asks for dynamic and on-demand data collection capabilities. As user programmable and configurable data plane is becoming a reality, it can be extended to support interactive query through DNPs. DNP supports node, path, and flow-based data preprocessing and collection. For example, in-situ OAM (iOAM) with user-defined flow-based data collection can be programmed and configured through DNP. DNPs serve as a building block of an integrated network data telemetry and analytics platform which involves the network data plane as an active component for user-defined data collection and preparation.
1. Introduction

Network service provider’s pain points are often due to the lack of network visibility. For example, network congestion collapse could be avoided in many cases if it were known exactly when and where congestion is happening or even better, if it could be precisely predicted well before any impact is made; sophisticated network
attacks could be prevented through stateful and distributed network behavior analysis.

In order to provide better application-centric services, user flows and their interaction with networks need to be tracked and understood.

The emerging trend of network automation aims to keep people out of the OAM and control loop to the greatest extent for automated health prediction, fault recovery, demand planning, network optimization, and intrusion prevention, based on big data analytics and machine learning technologies.

These applications need all kinds of network data, either passing through networks or generated by network devices. For such applications to be effective, the data of interest needs to be retrieved in real time and on demand in an interactive and iterative fashion. Continuous streaming data is often required. Therefore, it is valuable to build a unified and general-purpose network telemetry and analytics platform with integrated data plane support to provide the complete network visibility at the minimum data bandwidth. This is in contrast to the piecemeal solutions which only deal with one single problem at a time.

We propose two ideas to enable such a vision. First, we devise the Dynamic Network Probe (DNP) as a flexible and dynamic means for data plane data collection and preprocessing, which can prepare data for data analytics applications (Note that most of the DNPs are so common that it makes perfect sense to predefine the standard data models for them such that the conventional data plane devices can still be designed and configured to support them). Second, we show the possibility to build a universal network telemetry and analytics platform with an Interactive Query (IQ) interface to the data plane which can compile and deploy DNPs at runtime (or configure DNPs dynamically based on standard data models). In such a system, network devices play an integral and active role. We show a layered architecture based on a programmable data plane which supports interactive queries on network data.

In this document We discuss requirements, use cases, working items, and challenges, with the hope to trigger community interests to develop corresponding technologies and standards.

2. Motivation for Interactive Query with DNP

Network applications, such as traffic engineering, network security, network health monitoring, trouble shooting, and fault diagnosis, require different types of data collection. The data are either
normal traffic packets that are filtered, sampled, or digested, or metadata generated by network devices to convey network states and status. Broadly speaking, there are three types of data to be collected from network data plane: path-based, flow-based, and node-based. Path-based data is usually collected through dedicated probing packets (e.g., ping and traceroute); Flow-based data collection designates user flows to carry data of interest (e.g., in-situ OAM [I-D.brockners-inband-oam-requirements]); Node-based data is directly retrieved from selected network devices (e.g., ipfix [RFC7011]).

Some data is considered atomic or primitive. For example, a packet’s arrival timestamp at a particular node cannot be further disintegrated. The atomic data can be used to generate synthetic and combinational data. For example, a packet’s latency on a path can be calculated through the packet timestamps at the end of the path. Depending on the application, either data may be required. If the application’s real intent is the latter, it makes sense to directly provide such data to reduce the data transfer bandwidth, at the cost of a small processing overhead in the data plane and/or control plane. Some synthetic and combinational data can be acquired through multiple data types, but the most efficient way is preferred for a specific network. For the similar purpose of data traffic reduction, applications may not need the "raw" data all the time. Instead, they may want data that is sampled and filtered, or only when some predefined condition is met. Anyway, application’s requirements on data are diversified and unpredictable. Applications may need some data which is not readily available at the time of request.

Some applications are interactive or iterative. After analyzing the initial data, these applications may quickly shift interests to new data or need to keep refining the data to be collected based on previous observations (e.g., an elephant flow detector continues to narrow down the flow granularity and gather statistics). The control loop algorithms of these applications continuously interact with the data plane and modify the data source and content in a highly dynamic manner.

Ideally, to support all potential applications, we need full visibility to know any states anytime anywhere in the entire network data plane. In reality, this is extremely difficult if not impossible. A strawman option is to mirror all the raw traffic to servers where data analytics engine is running. This brute-force method requires to double the device port count and the traffic bandwidth, and poses enormous computing and storage cost. As a tradeoff, Test Access Port (TAP) or Switch Port Analyzer (SPAN) is used to selectively mirror only a portion of the overall traffic. Network Packet Broker (NPB) is deployed along with TAP or SPAN to
process and distribute the raw data to various data analytics tools. There are some other solutions (e.g., sflow [RFC3176] and ipfix [RFC7011]) which can provide sampled and digested packet data and some traffic statistics. Meanwhile, network devices also generate various log files to record miscellaneous events in the system.

When aggregating all these solutions together, we can gain a relatively comprehensive view of the network. However, the main problem is the lack of a unified platform to deal with the general network telemetry problem and the highly dynamic and unpredictable data requirements. Moreover, each piecemeal solution inevitably loses information due to data plane resource limitations which makes the data analytical results suboptimal.

Trying to design an omnipotent system to support all possible runtime data requests is also unviable because the resources required are prohibitive (e.g., even a simple counter per flow is impossible in practice). An alternative is to reprogram or reconfigure the data plane device whenever an unsupported data request appears. This is possible thanks to the recently available programmable chips and the trend to open the programmability to service providers. Unfortunately, the static programming approach cannot meet the real time requirements due to the latency incurred by the programming and compiling process. The reprogramming process also risks breaking the normal operation of network devices.

Then a viable solution left to us is: whenever applications request data which is yet unavailable in the data plane, the data plane can be configured in real time to return the requested data. That is, we do not attempt to make the network data plane provide all data all the time. Instead, we only need to ensure that any application can acquire necessary data instantly whenever it actually needs it. This data-on-demand model can support effectively omni network visibility, Note that data collection is meant to be passive and should not change the network forwarding behavior. The active forwarding behavior modification is out of the scope of this draft.

Data can be customized dynamically and polled or pushed based on application’s request. Moderate data preprocessing and preparation by data plane devices may be needed. Such "in-network" processing capability can be realized through DNP.

3. Use Cases
3.1. In-Situ OAM with User Defined Data Collection

In-situ OAM [I-D.brockners-inband-oam-requirements] collects data on user traffic’s forwarding path. From the control and management plane point of view, each data collection task is a query from the OAM application. In case the data collection function is not hard coded in network devices, DNP can be dynamically deployed to support the in-situ OAM.

While the current in-situ OAM drafts only concern the data plane packet format and use cases, the applications still need a control and management interface to dynamically enable and disable the in-situ OAM functions, which involves the tasks such as choosing the source and destination nodes on the path, the flow to carry the OAM data, and the way to handle the data at the path end. These configuration tasks can be done through DNP.

More importantly, in-situ OAM [I-D.brockners-inband-oam-data] may collect user-defined data which are not available at device configuration time. In this case, the data can be defined by DNP. DNP can further help to preprocess the data before sending the data to the subscribing application. This can help to reduce the OAM header size and the application’s work load.

3.2. DDoS Detection

In a data center the security application wants to find the servers under possible DDoS attack with a suspiciously large number of connections. It can deploy DNPs on all the portal switches to periodically report the number of unique flows targeting the set of the protected servers. Once the queried data are collected, it is easy to aggregate the data to find the potential DDoS attacks.

3.3. Elephant Flow Identification

An application wants to query the network-wide top-n flows. Various algorithms have been developed at each network device to detect local elephant flows. These algorithms can be defined as DNPs. A set of network devices are chosen to deploy the DNPs so each will periodically report the local elephant flows. The application will aggregate the data to find the global elephant flows. The elephant flow identification can be an interactive process. The application may need to adjust the existing DNPs or deploy new DNPs to refine the detection results.

In some cases, the local resource in a network device is not sufficient to monitor the entire flow space. We can partition the flow space and configure one network device in a group with a DNP to
track only a subset of flows, given the assumption that each device
can see all the flows.

3.4. Network Congestion Monitoring

Network congestion is reflected by packet drops at routers or
switches. While it is easy to get the packet drop count at each
network device, it is difficult to gain insights on the victims, hot
spots, and lossy paths. We can deploy DNPs to acquire such
information. DNPs are deployed on all network devices to collect the
detailed information about the dropped packet such as its signature
and the port it is dropped. Based on the collected data, the
application can generate the report on the top victims, hot spots,
and the most lossy paths.

4. Enabling Technologies for DNP

Network data plane is becoming user programmable. It means the
network operators are in control of customizing the network device’s
function and forwarding behavior. Figure 1 shows the industry trend,
which shapes new forms of network devices and inspires innovative
ways to use them.

```
+-------+        +-------+           +-------+
|       |        |       |           |       |
|  NOS  |        |  APP  |           |  APP  |
|       |        |       |           |       |
+-------+        +-------+           +-------+

^               ^                    ^
|               |                    | runtime
| decouple      | --->                   | interactive
| V             | config time --->       | programming
|               | programming          | V

+----------+     +-------------+  +-------------+
| box with |     | box with    |  | box with    |
| fixed    |     | programmable|  | interactive |
| function |     | chip        |  | programmable|
| ASIC     |     |             |  | chip        |
+----------+     +-------------+  +-------------+
```

Figure 1: Towards User Programmable Data Plane

The first trend is led by the OCP networking project, which advocates
the decoupling of the network operating system and the network device
hardware. A common Switch Abstract Interface (SAI) allows
applications to run on heterogeneous substrate devices. However,
such devices are built with fixed function ASICs, which provide limited flexibility for application customization.

The second trend is built upon the first one yet makes a big leap. Chip and device vendors are working on opening the programmability of the NPU, CPU, and FPGA-based network devices to network operators. Most recently, programmable ASIC has been proven feasible. High level languages such as P4 [DOI_10.1145_2656877.2656890] have been developed to make the network device programming easy and fast. Now a network device can be programmed into different functioning boxes depending on the program installed.

However, such programming process is considered static. Even a minor modification to the existing application requires to recompile the updated source code and reinstall the application. This incurs long deployment latency and may also temporarily break the normal data plane operation.

User programmable data plane should be stretched further to support runtime interactive programming in order to extend its scope of usability, as proposed in POF [DOI_10.1145_2491185.2491190] Dynamic application requirements cannot be foreseen at design time, and runtime data plane modifications are required to be done in real time (for agile control loop) and on demand (to meet data plane resource constraints). Meanwhile, the data plane devices are capable of doing more complex things such as stateful processing without always resorting to a controller for state tracking. This allows network devices to offload a significant portion of the data processing task and only hand off the preprocessed data to the data-requesting applications.

We can still use static programming with high level languages such as P4 to define the main data plane processing and forwarding function. But at runtime, whenever an application requires to make some modification to the data plane, we deploy the incremental modification directly through the runtime control channel. The key to make this dynamic and interactive programming work is to maintain a unified interface to devices for both configuration and runtime control, because both programming paths share the same data plane abstraction and use the same back-end adapting and mapping method.

NPUs-based network devices and virtual network devices running on CPU/GPU can easily support the static and runtime in-service data plane programmability. ASIC and FPGA-based network devices may be difficult to support runtime programming and update natively. However, for telemetry data collection tasks, the device local controller (or even remote servers) can be used in conjunction with the forwarding chip to complete the data preprocessing and
preparation. After all, applications do not care how the data probes are implemented as long as the same API is maintained.

5. Dynamic Network Probes

Network probes are passive monitors which are installed at specific forwarding data path locations to process and collect specific data. DNPs are dynamically deployed and revoked probes by applications at runtime. The customizable DNPs can collect simple statistics or conduct more complex data preprocessing. Since DNPs may require actively modifying the existing data path pipeline beyond simple flow entry manipulation, these operations need to be done through interactive programming process. When a DNP is revoked, the involved shared resources are automatically recycled and returned back to the global resource pool.

DNPs can be deployed at various data path locations including port, queue, buffer, table, and table entry. When the data plane programmability is extended to cover other components (e.g., CPU load, fan speed, GPS coordination, etc.), DNPs can be deployed to collect corresponding data as well. A few data plane objectives can be composed to form probes. These objectives are counter, meter, timer, timestamp, register, and table. Combining these with the packet filter through flow table entry configuration, one can easily monitor and catch arbitrary states on the data plane.

In practice, DNP can be considered a virtual concept. Its deployment can be done through either configuration or programming. For less flexible platforms, probes can be predefined but support on-demand runtime activation. Complex DNP functions can also be achieved through collaboration between data plane and control plane. Most common DNPs can be modeled for easy implementation. The goal is to make DNP implementation transparent to upper layer applications.

The simplest probe is just a counter. The counter can be configured to count bytes or packets and the counting can be conditional. The more complex probes can be considered as Finite State Machines (FSM) which are configured to capture specific events. FSMs essentially preprocess the raw stream data and only report the necessary data to subscribing applications.

Applications can use poll mode or push mode to access probes and collect data. The normal counter probes are often accessed via poll mode. Applications decide what time and how often the counter value is read. On the other hand, the complex FSM probes are usually accessed in push mode. When the target event is triggered, a report is generated and pushed to the application.
Timer is a special global resource. A timer can be configured to link to some action. When the time is up, the corresponding action is executed. For example, to get notification when a port load exceeds some threshold, we can set a timer with a fixed time-out interval, and link the timer to an action which reads the counter and generates the report packet if the condition is triggered. This way, the application avoids the need to keep polling statistics from the data plane.

With the use of global registers and state tables, more complex FSM probes can be implemented. For example, to monitor the half-open TCP connections, for each SYN request, we store the flow signature to a state table. Then for each ACK packet, the state table is checked and the matched entry is removed. The state table can be periodically polled to acquire the list of half-open connections. The application can also choose to only retrieve the counter of half-open connections. When the counter exceeds some threshold, further measures can be taken to examine if a SYN flood attack is going on.

Registers can be considered mini state tables which are good to track a single flow and a few state transitions. For example, to get the duration of a particular flow, when the flow is established, the state and the timestamp are recorded in a register; when the flow is torn down, the flow duration can be calculated with the old timestamp and the new timestamp. In another example, we want to monitor a queue by setting a low water mark and a high water mark for the fill level. Every time when an enqueue or a dequeue event happens, the queue depth is compared with the marks and a report packet is generated when a mark is crossed.

Some probes are essentially packet filters which are used to filter out a portion of the traffic and mirrored the traffic to the application or some other target port for further processing. There are two ways to implement a packet filter: use a flow table that matches on the filtering criteria and specify the associated action; or directly make a decision in the action. An example of the former case is to filter all packets with a particular source IP address. An example of the latter case is to filter all TCP FIN packets at the edge. Although we can always use a flow table to filter traffic, sometimes it is more efficient and convenient to directly work on the action. As being programmed by the application, the filtered traffic can be further processed before being sent. Two most common processes are digest and sample, both aiming to reduce the quantity of raw data. The digest process prunes the unnecessary data from the original packet and only packs the useful information in the digest packet. The sample process picks a subset of filtered traffic to send based on some predefined sampling criteria. The two processes can be used jointly to maximize the data reduction effect.
An application may need to install multiple DNPs in one device or across multiple devices to finish one data analytical task. For example, to measure the latency of any link in a network. We install a DNP on the source node to generate probe packets with timestamp. We install another DNP at the sink node to capture the probe packets and report both the source timestamp and the sink timestamp to the application for link latency calculation. The probe packets are also dropped by the sink DNP. The source DNP can be configured to generate probe packets at any rate. It can also generate just one probe packet per application request.

Using the similar idea, we can deploy DNPs to measure the end-to-end flow latency or trace exact flow paths. In this case, the DNPs can be deployed to enable the corresponding iOAM in-situ data collection service. At the path end, the DNP calculates the desired output based on the collected data.

Applications could have many such custom data requests. Each request lasts various time and consumes various network resources. Dynamic probe configuration or programming is not only efficient but also necessary. In summary, DNP is a versatile tool to prepare and generate just-in-time telemetry data for data analytical applications.

5.1. DNP Types

DNP can be roughly grouped into three types: node-based, path-based, and flow-based. Following is the list of DNPs. Some are atomic and the others can be derived from the atomic ones. Note that the list is by no means comprehensive. The list does not include the device state and status data that is steadily available. Depending on the device capability, more complex DNPs can be implemented. Applications can subscribe data from multiple DNPs to meet their needs. The flow-based data can be directly provided by iOAM data or derived from iOAM data.

5.1.1. Node Based

- Streaming Packets
  - Filter flow by user-defined flow definition.
  - Sample with user-defined sample rate. The sample can be based on interval or probability.
  - Generate packet digest with user defined format.
- Flow Counter
* Associate poll-mode counter for user-defined flow.

* Associate push-mode counter for user-defined flow. The counter value is pushed at user-defined threshold or interval.

  o Flow Meter
  * Associate poll-mode meter for user-defined flow.
  * Associate push-mode meter for user-defined flow. The meter value is pushed at user-defined threshold or interval.

  o Queue
  * Queue depth for designated queue is polled or pushed at user-defined threshold or interval.
  * Designated buffer depth is polled or pushed at user-defined threshold or interval.

  o Time
  * Time gap between user-defined flow packets is polled or pushed in streaming data or at user-defined threshold.
  * Arrival/Departure/Sojourn time of user-defined flow packets is polled or pushed streaming data or at user-defined threshold.

  o Statistics
  * Number of active flows, elephant flows, and mice flows.

5.1.2. Path Based

  o Number of active flows per node on the path.
  
  o Path latency.
  
  o Round trip time of the path.
  
  o Node ID and ingress/egress port of the path.
  
  o Hop count of the path.
  
  o Buffer/queue depth of the nodes on the path.
  
  o Workload of the nodes on the path.
5.1.3. Flow Based

- Flow Latency: Latency at each hop or cumulative E2E latency for user-defined flow.
- Flow Jitter: Jitter at each hop or on the entire path for user-defined flow.
- Flow Bandwidth: Bandwidth at each hop or the bottleneck bandwidth on the entire path for user-defined flow.
- Flow Path Trace: Port and Node ID, and other data of the path for user-defined flow.
- Proof of Transit (PoT) for particular set of nodes.

6. Interactive Query Architecture

In the past, network data analytics is considered a separate function from networks. They consume raw data extracted from networks through piecemeal protocols and interfaces. With the advent of user programmable data plane, we expect a paradigm shift that makes the data plane be an active component of the data analytics solution. The programmable in-network data preprocessing is efficient and flexible to offload some light-weight data processing through dynamic data plane programming or configuration. A universal network data analytics platform built on top of this enables a tight and agile network control and OAM feedback loop.

While DNP is a passive data plane data collection mechanism, we need to provide a query interface for applications to use the DNPs for data analytics. A proposed dynamic networking data analytical system architecture is illustrated in Figure 2. An application translates its data requirements into some dynamic transactional queries. The queries are then compiled into a set of DNPs targeting a subset of data plane devices (Note that in a less flexible target with predefined models, DNPs are configured). After the DNPs are deployed, each DNP conducts in-network data preprocessing and feeds the preprocessed data to the collector. The collector finishes the data post-processing and presents the results to the data-requesting application.
A query can be either continuous or one-shot. The continuous query may require the application to refine the existing DNPs or deploy new DNPs. When an application revokes its queries, the idle DNP resource is released. Since one DNP may be subscribed by multiple applications, the runtime system needs to keep track of the active DNPs.

7. Requirements for IQ with DNP

This section lists the requirements for interactive query with DNP:

- Applications should conduct interactive query through a standard interface (i.e., API). The system is responsible to compile the IQ into DNPs and deploy the DNPs to the corresponding network nodes.

- DNPs can be deployed through some standard south bound interface and protocols such as gRPC, NETCONF, etc.

- The interactive query should not modify the forwarding behavior. The API should provide the necessary isolation.
The deployed DNP should not lower the forwarding performance of the data plane devices. If the DNP would affect the forwarding performance, the query should be denied.

The system should support multiple parallel queries from multiple applications.

One application can deploy different DNPs to a set of network nodes and these DNPs work jointly to finish a function.

DNP may be revoked and preempted by the controller due to resource conflict and application priority.

8. Considerations for IQ with DNP

8.1. Technical Challenges

Some technical issues need to be addressed to realize interactive query with DNP on general network data plane:

Allowing applications to modify the data plane has security and safety risks (e.g., DoS attack). The counter measure is to supply a standard and safe API to segregate applications from the runtime system and provide applications limited accessibility to the data plane. Each API can be easily compiled and mapped to standard DNPs. An SQL-like query language which adapts to the stream processing system might be feasible for the applications.

When multiple correlated DNPs are deployed across multiple network devices or function blocks, or when multiple applications request the same DNPs, the deployment consistency needs to be guaranteed for correctness. This requires a robust runtime compiling and management system which keeps track of the subscription to DNPs and controls the DNP execution time and order.

The performance impact of DNPs must be evaluated before deployment to avoid unintentionally reducing the forwarding throughput. Fortunately, the resource consumption and performance impact of standard DNPs can be accurately profiled in advance. A device is usually over provisioned and is capable of absorbing extra functions up to a limit. Moreover, programmable data plane allows users to tailor their forwarding application to the bare bones so more resources can be reserved for probes. The runtime system needs to evaluate the resulting throughput performance before committing a DNP. If it is unacceptable, either some old DNPs need to be revoked or the new request must be denied.
While DNP is relatively easy to be implemented in software-based platform (e.g., NPU and CPU), it is harder in ASIC-based programmable chips. Architectural and algorithmic innovations are needed to support a more flexible pipeline which allows new pipeline stage, new tables, and new custom actions to be inserted at runtime through hitless in-service updates. An architecture with shared memory and flexible processor cores might be viable to meet these requirements. Alternatively, DNP can be implemented using an "out-of-band" fashion. That is, the slow path processor is engaged in conjunction with the forwarding chip to complete the DNP function.

8.2. Standard Consideration

The query API can be potentially standardized. The actually DNP deployment interface may consider to reuse or extend the IETF standards and drafts such as gRPC [I-D.talwar-rtgwg-grpc-use-cases] and NETCONF [RFC6241]. We may also define standard telemetry YANG [RFC6020] models for common DNPs so these DNPs can be used in a configurable way.

9. Security Considerations

Allowing applications to modify the data plane has security and safety risks (e.g., DoS attack). The counter measure is to supply standard and safe API to segregate applications from the runtime system and provide applications limited accessibility to the data plane. Each API can be easily compiled and mapped to standard DNPs. An SQL-like query language which adapts to the stream processing system might be feasible and secure for the applications.

10. IANA Considerations

This memo includes no request to IANA.
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