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Abst ract

The Pat h Conputation Elenent (PCE) is a core conponent of Software-
Defi ned Networking (SDN) systens. |t can conpute optimal paths for
traffic across a network and can al so update the paths to reflect
changes in the network or traffic demands.

PCE was devel oped to derive paths for MPLS Label Swi tched Pat hs
(LSPs), which are supplied to the head end of the LSP using the Path
Conput ati on El enent Comuni cation Protocol (PCEP). But SDN has a
broader applicability than signaled (G MPLS traffic-engi neered (TE)
networ ks, and the PCE may be used to deternine paths in a range of
use cases. PCEP has been proposed as a control protocol for use in
these environnents to allow the PCE to be fully enabled as a central
controller.

A PCE- based central controller (PCECC) can sinplify the processing of
a distributed control plane by blending it with elenments of SDN and
wi t hout necessarily conpletely replacing it. Thus, the LSP can be
cal cul ated/setup/initiated and the | abel forwarding entries can also
be downl oaded through a centralized PCE server to each network
devices along the path while | everagi ng the existing PCE technol ogi es
as nmuch as possi bl e.

Thi s docunent specifies the procedures and PCEP protocol extensions
for using the PCE as the central controller.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.
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Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nmay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Decenber 20, 2018.
Copyright Notice

Copyright (c) 2018 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(https://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these documents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. Introduction

The Pat h Conputation El enent (PCE) [ RFC4655] was devel oped to of fl oad
pat h conputation function fromrouters in an MPLS traffic-engi neered
network. Since then, the role and function of the PCE has grown to
cover a numnber of other uses (such as GWLS [RFC7025]) and to allow
del egated control [RFC8231] and PCE-initiated use of network

resour ces [ RFC8281].

According to [ RFC7399], Software-Defined Networking (SDN) refers to a
separation between the control elenents and the forwardi ng conponents
so that software running in a centralized system called a
controller, can act to programthe devices in the network to behave
in specific ways. A required elenent in an SDN architecture is a
conmponent that plans how the network resources will be used and how
the devices will be programmed. It is possible to viewthis
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component as perform ng specific conputations to place traffic flows
within the network given know edge of the availability of network
resources, how other forwarding devices are programed, and the way
that other flows are routed. This is the function and purpose of a
PCE, and the way that a PCE integrates into a wi der network contro
system (including an SDN systen) is presented in [ RFC7491].

In early PCE inplenentations, where the PCE was used to derive paths
for MPLS Label Switched Paths (LSPs), paths were requested by network
el ements (known as Path Conputation Clients (PCCs)), and the results
of the path conputations were supplied to network el enents using the
Pat h Conput ati on El enent Communi cati on Protocol (PCEP) [ RFC5440].
This protocol was |ater extended to allow a PCE to send unsolicited
requests to the network for LSP establishnent [ RFC8281].

[ RFC8283] introduces the architecture for PCE as a central controller
as an extension of the architecture described in [ RFC4655] and
assunes the continued use of PCEP as the protocol used between PCE
and PCC. [RFC8283] further exam nes the notivations and
applicability for PCEP as a Sout hbound Interface (SBlI), and

i ntroduces the inplications for the protocol
[I-D.ietf-teas-pcecc-use-cases] describes the use cases for the PCECC
architecture.

A PCE-based central controller (PCECC) can sinplify the processing of
a distributed control plane by blending it with elenments of SDN and
wi t hout necessarily conmpletely replacing it. Thus, the LSP can be
cal cul ated/setup/initiated and the | abel forwarding entries can al so
be downl oaded through a centralized PCE server to each network
devices along the path while | everagi ng the existing PCE technol ogi es
as much as possi bl e.

This draft specify the procedures and PCEP protocol extensions for
using the PCE as the central controller for static LSPs, where LSPs
can be provisioned as explicit |abel instructions at each hop on the
end-to-end path. Each router along the path nust be told what |abel-
forwardi ng instructions to program and what resources to reserve.

The PCE-based controller keeps a view of the network and determ nes
the paths of the end-to-end LSPs, and the controller uses PCEP to
conmmuni cate with each router along the path of the end-to-end LSP

The extension for PCECC in Segnent Routing (SR) is specified in a
separate draft [I|-D.zhao-pce-pcep-extension-pce-controller-sr].
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1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunent are to be interpreted as described in BCP
14 [ RFC2119] [RFCB174] when, and only when, they appear in al
capitals, as shown here

2. Term nol ogy

Term nol ogi es used in this docunent is sane as described in the draft
[ RFC8283] and [I-D.ietf-teas-pcecc-use-cases].

3. Basi ¢ PCECC Mode

In this node LSPs are provisioned as explicit |abel instructions at
each hop on the end-to-end path. Each router along the path nust be
told what |abel forwarding instructions to program and what resources
to reserve. The controller uses PCEP to communi cate with each router
al ong the path of the end-to-end LSP

Note that the PCE-based controller will take responsibility for
managi ng sone part of the MPLS | abel space for each of the routers
that it controls, and may taker wi der responsibility for partitioning
the | abel space for each router and allocating different parts for
different uses. This is also described in section 3.1.2. of

[ RFC8283]. For the purpose of this docunment, it is assunmed that

| abel range to be used by a PCE is known and set on both PCEP peers.
A future extension could add this capability to advertise the range
vi a possi ble PCEP extensions as well. The rest of processing is
simlar to the existing stateful PCE mechani sm

4. PCEP Requirenents

Fol | owi ng key requirenents associ ated PCECC shoul d be consi dered when
desi gni ng the PCECC based sol ution:

1. PCEP speaker supporting this draft MJUST have the capability to
advertise its PCECC capability to its peers.

2. PCEP speaker not supporting this draft MJST be able to reject
PCECC rel ated extensions with a error reason code that indicates
that this feature is not supported.

3. PCEP speaker MUJST provide a neans to identify PCECC based LSP in
t he PCEP nessages.
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4. PCEP procedures SHOULD provide a neans to update (or cleanup) the
| abel - downl oad entry to the PCC.

5. PCEP procedures SHOULD provide a neans to synchroni ze the | abels
bet ween PCE to PCC in PCEP nessages.

5. Procedures for Using the PCE as the Central Controller (PCECC)
5.1. Stateful PCE Mbdel

Active stateful PCE is described in [RFC8231]. PCE as a central
controller (PCECC) reuses existing Active stateful PCE mechani sm as
much as possible to control the LSP.

5. 2. New LSP Functi ons

Thi s docunent defines the followi ng new PCEP nessages and extends the
exi sting nessages to support PCECC

(PCRpt): a PCEP nessage described in [ RFC8231]. PCRpt nessage is
used to send PCECC LSP Reports. It is also extended to report the
set of Central Controller’s Instructions (CCl) (label forwarding
instructions in the context of this docunent) received fromthe
PCE. See Section 5.4.6 for nore details.

(PClnitiate): a PCEP nmessage described in [RFC3281]. PCinitiate
message is used to setup PCE-lnitiated LSP based on PCECC
mechanism It is also extended for Central Controller’s
Instructions (CCl) (download or cleanup the Label forwarding
instructions in the context of this docunent) on all nodes al ong
t he path.

(PCUpd): a PCEP nessage described in [ RFC8231]. PCUpd nessage is
used to send PCECC LSP Updat e.

The new LSP functions defined in this docunent are mapped onto the
nmessages as shown in the followi ng table.
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oo m e e e e e e e e e e e e e e e me— oo - o m e e e e e i oo - +
| Function | Message [
o m e e e e e e e e e e e e e e e e e e ee— o o e e e e e e e e e +

PCECC Capabi lity adverti senent Open

Label entry Add PClnitiate

Label entry d eanup PClnitiate

PCECC I nitiated LSP PClnitiate

I I I
I I I
| | |
| PCECC LSP Update | PCUpd |
I I I
I I I
I I I

PCECC LSP State Report PCRpt
PCECC LSP Del egati on PCRpt
PCECC Label Report PCRpt
oo e e e e e e e e e e e e e e e e meeeoo oo oo e e e ia oo - +

Thi s docunment specify a new object CCl (see Section 7.3) for the
encodi ng of central controller’s instructions. In the scope of this
docunent this is limted to Label forwarding instructions. The CC 1D
is the unique identifier for the central controller’s instructions in
PCEP. The PCEP nessages are extended in this docunent to handl e the
PCECC operati ons.

5.3. PCECC Capability Advertisenent

During PCEP Initialization Phase, PCEP Speakers (PCE or PCC)
advertise their support of PCECC extensions.

Thi s docunment defines a new Path Setup Type (PST)
[I-D.ietf-pce-1sp-setup-type] for PCECC, as follows:

o PST = TBD: Path is setup via PCECC node.

A PCEP speaker MJST indicate its support of the function described in
this docunment by sendi ng a PATH SETUP- TYPE- CAPABI LI TY TLV in the OPEN
object with this new PST included in the PST |ist.

Thi s docunent al so defines the PCECC Capability sub-TLV

Section 7.1.1. PCEP speakers use this sub-TLV to exchange

i nformati on about their PCECC capability. |If a PCEP speaker includes
PST=TBD in the PST List of the PATH SETUP- TYPE- CAPABI LI TY TLV then it
MUST al so include the PCECC Capability sub-TLV inside the PATH SETUP-
TYPE- CAPABI LI TY TLV.

The presence of the PST and PCECC Capability sub-TLV in PCC s OPEN

bject indicates that the PCCis willing to function as a PCECC
client.
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The presence of the PST and PCECC Capability sub-TLV in PCE s OPEN
message indicates that the PCE is interested in function as a PCECC
server.

The PCEP protocol extensions for PCECC MJUST NOT be used if one or
bot h PCEP Speakers have not included the PST or the PCECC Capability
sub-TLV in their respective OPEN nessage. |If the PCEP Speakers
support the extensions of this draft but did not advertise this
capability then a PCErr nmessage with Error-Type=19(Invalid Operation)
and Error-Val ue=TBD (Attenpted PCECC operations when PCECC capability
was not advertised) will be generated and the PCEP session wll be
ternm nat ed

A PCC or a PCE MJST include both PCECC- CAPABI LI TY sub-TLV and
STATEFUL- PCE- CAPABI LI TY TLV ([ RFC8231]) (with | flag set [RFC8281])
in OPEN hject to support the extensions defined in this docunent.

| f PCECC- CAPABI LI TY sub-TLV is advertised and STATEFUL- PCE- CAPABI LI TY
TLV is not advertised in OPEN Object, it SHOULD send a PCErr nessage
with Error-Type=19 (Invalid Operation) and Error-val ue=TBD (statefu
PCE capability was not advertised) and terninate the session

5.4. LSP Qperations

The PCEP nmessages pertaining to PCECC MJST include PATH SETUP- TYPE
TLV [I-D.ietf-pce-1sp-setup-type] in the SRP object to clearly
identify the PCECC LSP is intended

5.4.1. Basic PCECC LSP Setup

In order to setup a LSP based on PCECC nechani sm a PCC MJST del egate
the LSP by sending a PCRpt nessage with PST set for PCECC (see
Section 7.2) and D (Del egate) flag (see [ RFC8231]) set in the LSP

obj ect .

LSP- 1 DENTI FI ER TLV MJST be included for PCECC LSP, the tuple uniquely
identifies the LSP in the network. The LSP object is included in
central controller’s instructions (label download) to identify the
PCECC LSP for this instruction. The PLSP-1D is the origina
identifier used by the ingress PCC, so the transit LSR could have
multiple central controller instructions that have the sanme PLSP-1D.
The PLSP-1D in conmbination with the source (in LSP-1DENTIFIER TLV)
MUST be unique. The PLSP-ID is included for maintainability reasons.
As per [RFC8281], the LSP object could include SPEAKER- ENTI TY-I1D TLV
to identify the PCE that initiated these instructions. Also the CC
IDis unique on the PCEP session as described in Section 7.3.

When a PCE receives PCRpt nessage with D flags and PST Type set, it
cal cul ates the path and assigns |abels along the path; and set up the
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path by sending PClnitiate message to each node along the path of the
LSP. The PCC generates a Path Conmputation State Report (PCRpt) and
include the central controller’s instruction (CCl) and the identified
LSP. The CC-IDis uniquely identify the central controller’s
instruction within PCEP. The PCC further responds with the PCRpt
messages i ncluding the CCl and LSP objects.

Once the central controller’s instructions (label operations) are
compl eted, the PCE SHOULD send the PCUpd message to the Ingress PCC
The PCUpd nessage is as per [RFC8231] SHOULD include the path
informati on as cal cul ated by the PCE

Note that the PCECC LSPs MJUST be delegated to a PCE at all tines.

LSP del etion operation for PCECC LSP is sane as defined in [ RFC8231].
If the PCE receives PCRpt nessage for LSP deletion then it does Labe
cl eanup operation as described in Section 5.4.2.2 for the
correspondi ng LSP.

The Basi ¢ PCECC LSP setup sequence is as shown bel ow.

Zhao, et al. Expi res Decenber 20, 2018 [ Page 9]



Internet-Draft PCECC June 2018

[ R, + [ R, +
| PCC [ | PCE |
| I ngressj N +
oo | | |
| PCC +------- + |
| Transit| | |
Feomo-- [ | |-- PCRpt, PLSP-I1D=1, PST=TBD, D=1---->| PCECC LSP
|PCC  e-eo---- + | |
| Egress | | | |
T |
| <------ PClnitiate, CCG1D=X,PLSP-1 D=1 ------------ | Label
| | | | downl oad
[------- PCRpt, CC- I D=X, PLSP-1D=1 ----------------- >|
| | |
[ | <----- PCinitiate, CC- I D=Y, PLSP-ID=1 ----- | Labe
| | | | downl oad
| |----- PCRpt, CC- | D=Y, PLSP-1D=1  ---------- >|
I I I
| | |<--- PClnitiate, CC-1 D=2, PLSP-1 D=1 - | Label
| | | | downl oad
[ [ [---- PCRpt,CC-ID=Z, PLSP-1D=1 ------ >|
I I I I
| | | <-- PCUpd, PLSP- | D=1, PST=TBD, D=1----- | PCECC LSP
[ [ [ | Update
I I I

Fi gure 2: Basic PCECC LSP setup

The PCECC LSP are considered to be 'up’ by default (on receipt of
PCUpd message from PCE). The Ingress MAY further choose to deploy a
data pl ane check nechani smand report the status back to the PCE via
PCRpt nessage

5.4.2. Central Control Instructions
The new central controller’s instructions (CCl) for the | abe
operations in PCEP is done via the PClnitiate nmessage, by defining a
new PCEP Objects for CCl operations. Local |abel range of each PCC
is assuned to be known at both the PCC and the PCE

5.4.2.1. Label Downl oad
In order to setup an LSP based on PCECC, the PCE sends a PClnitiate

message to each node along the path to downl oad the Label instruction
as described in Section 5.4.1.
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The CCl object MJUST be included, along with the LSP object in the
PClnitiate nmessage. The LSP-1DENTIFI ER TLV MUST be included in LSP
object. The SPEAKER-ENTITY-1D TLV SHOULD be included in LSP object.

If a node (PCC) receives a PClnitiate nessage which includes a Labe
to downl oad as part of CCl, that is out of the range set aside for
the PCE, it MJST send a PCErr nmessage with Error-type=TBD ( PCECC
failure) and Error-val ue=TBD (Label out of range) and MJST i ncl ude
the SRP object to specify the error is for the correspondi ng | abe
update via PClnitiate nessage. |If a PCC receives a PClnitiate
message but failed to downl oad the Label entry, it MJUST send a PCErr
message with Error-type=TBD (PCECC failure) and Error-val ue=TBD
(instruction failed) and MJST include the SRP object to specify the
error is for the corresponding | abel update via PClnitiate nmessage.

New PCEP object for central control instructions (CCl) is defined in
Section 7.3.

5.4.2.2. Label deanup

In order to delete an LSP based on PCECC, the PCE sends a centra
controller instructions via a PClnitiate nessage to each node al ong
the path of the LSP to cleanup the Label forwarding instruction

If the PCC receives a PClnitiate message but does not recognize the
| abel in the CC, the PCC MJST generate a PCErr nessage with Error-
Type 19(Invalid operation) and Error-Val ue=TBD, "Unknown Label" and
MUST i nclude the SRP object to specify the error is for the
correspondi ng | abel cleanup (via PClnitiate nessage).

The R flag in the SRP object defined in [ RFC8281] specifies the
del etion of Label Entry in the PClnitiate nmessage.
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oo - + oo - +
| PCC [ | PCE |
| I ngressj +o--- - +
oo | | |
| PCC +------- + |
| Transit| | |
Fo----- [ | |-- PCRpt, PLSP-1D=1, PST=TBD, D=1, R=1--->| PCECC LSP
|PCC +-------- + | | renove
| Egress | | | |
T |
| <------ PClnitiate, CCG1D=X,PLSP-1 D=1 ------------ | Label
| | | R=1 | cleanup
[------- PCRpt, CC- I D=X, PLSP-1D=1 ------------------ >|
| | |
[ | <----- PCinitiate, CC- | D=Y, PLSP-ID=1 ------ | Label
| | | R=1 | cleanup
| [----- PCRpt, CC- | D=Y, PLSP-1 D=1 ----------- >|
I I I I
| | |<--- PClnitiate, CC-1 D=2, PLSP-I1 D=1 -- | Label
| | | R=1 | cleanup
[ [ |---- PCRpt,CC-ID=Z, PLSP-ID=1 ------- >|
I I I I

As per [RFC8281], follow ng the renoval of the Label forwarding
instruction, the PCC MJST send a PCRpt message. The SRP object in
the PCRpt MJUST include the SRP-1D nunber fromthe PClnitiate nessage
that triggered the renoval. The R flag in the SRP object MJST be
set.

5.4.3. PCE Initiated PCECC LSP
The LSP Instantiation operation is sane as defined in [ RFC8281].

In order to setup a PCE Initiated LSP based on the PCECC nechanism a
PCE sends PClnitiate nessage with Path Setup Type set for PCECC (see
Section 7.2) to the Ingress PCC

The I ngress PCC MUST al so set D (Delegate) flag (see [ RFC8231]) and C
(Create) flag (see [RFC8281]) in LSP object of PCRpt nessage. The
PCC responds with first PCRpt nessage with the status as "GO NG UP"
and assi gned PLSP-1D.

Note that the |abel forwarding instructions from PCECC are send after
the initial PClnitiate and PCRpt exchange. This is done so that the
PLSP-1 D and other LSP identifiers can be obtained fromthe ingress
and can be included in the label forwarding instruction in the next
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PClnitiate message. The rest of the PCECC LSP setup operations are
same as those described in Section 5.4. 1.

The LSP del etion operation for PCE Initiated PCECC LSP is sane as
defined in [ RFC8281]. The PCE should further perform Label entry
cl eanup operation as described in Section 5.4.2.2 for the
correspondi ng LSP.

The PCE Initiated PCECC LSP setup sequence i s shown bel ow -

Fommmean + Fommmean +
| PCC | | PCE |
| I ngress| +o---- - +
oo | | |
| PCC +------- + [
| Transit]| | |
Homen | | |<--PClnitiate, PLSP-1D=0, PST=TBD, D=1---| PCECC LSP
| PCC oo o - + | I'nitiate
| Egress | | | --- PCRpt, PLSP-I D=2, P=1, D=1, C=1---> | PCECC LSP
T + | (GO NG UP) |
I I I I
| <------ PClnitiate, CC- I D=X PLSP-ID=2 -------------- | Label
| | | | downl oad
[------- PCRpt, CC- 1 D=X, PLSP-1 D=2 ----------mmimoo o >|
I I I I
[ | <----- PCinitiate, CC-| D=Y, PLSP-I D=2 ------- | Label
[ [ [ | downl oad
| [----- PCRpt, CC- | D=Y, PLSP-1D=2 ----------- >|
I I I I
| | |<--- PClnitiate, CC-I D=2, PLSP-1D=2 --- | Label
| | | | downl oad
[ [ |---- PCRpt,CC-ID=2Z,PLSP-ID=2 ------- >|
I I I I
[ | | <-- PCUpd, PLSP-I1D=2, PST=TBD, D=1--- | PCECC LSP
[ [ [ (UP) | Update
[ [ | --- PCRpt, PLSP-I D=2, P=1, D=1, C=1---> |
I I I (UP) I

Once the | abel operations are conpleted, the PCE SHOULD send the
PCUpd nmessage to the Ingress PCC. The PCUpd nmessage is as per
[ RFC8231] .
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5.4.4. PCECC LSP Update

In case of a nodification of PCECC LSP with a new path, a PCE sends a
PCUpd nessage to the Ingress PCC. But to foll ow the nake-before-
break procedures, the PCECC first update new instructions based on
the updated LSP and then update to ingress to switch traffic, before
cleaning up the old instructions. A new CC-IDis used to identify
the updated instruction, the existing identifiers in the LSP object
identify the existing LSP. Once new instructions are downl oaded, the
PCE further updates the new path at the ingress which triggers the
traffic switch on the updated path. The I ngress PCC acknow edges
with a PCRpt nessage, on receipt of PCRpt nessage, the PCE does

cl eanup operation for the old LSP as described in Section 5.4.2.2.

The PCECC LSP Update sequence i s shown bel ow -
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[ R, + [ R, +
| PCC [ | PCE |
| I ngressj +o--- - +
oo | | |
| PCC +------- + |
| Transit| | |
oo | | |
|PCC 4o + | |
| Egress | | | |
b S |
| | | | New Path for
| <------ PClnitiate, CCGID=XX PLSP-ID=1 ----------- | LSP trigger
| | new instruct
[------- PCRpt, CC- | D=XX, PLSP-1 D=1 ---------------- >|
| | | |
| | <----- PClnitiate, CC | D=YY, PLSP-1D=1------ | Labe
| | | | downl oad
| |----- PCRpt, CC- | D=YY, PLSP-1 D=1  --------- >|
I I I I
| | | <--- PClnitiate, CC- |1 D=2Z, PLSP-|1 D=1 - | Label
| | | | downl oad
[ [ |---- PCRpt, CC-I D=2Z, PLSP-1D=1 ----- >|
I I I I
| | | <-- PCUpd, PLSP-1D=1, PST=TBD, D=1-- | PCECC
| | | SRP=S | LSP Update
I I I I
[ [ | -- PCRpt, PLSP- I D=1, PST=TBD, D=1 -->| Trigger
[ [ [ ( SRP=S) | Delete old
| | | | instruct
I I I I
[ <------ PCinitiate, CC-I1D=X, PLSP-ID=1 ----------- | Label
| | | R=1 | cleanup
[------- PCRpt, CC- I D=X, PLSP-1D=1 ---------------- >|
I I I I
| | <----- PClnitiate, CCG1D=Y, PLSP-ID=1 ----- | Label
| | | R=1 | cleanup
[ [----- PCRpt, CC-1 D=Y, PLSP-1D=1 --------- >|
I I I I
| | | <--- PClnitiate, CC-I1 D=2z, PLSP-ID=1 - | Label
[ [ [ R=1 | cleanup
| | |---- PCRpt,CC-ID=Z, PLSP-ID=1 ----- >|
I I I I

The nodified PCECC LSP are considered to be "up’ by default.

The

I ngress MAY further choose to deploy a data plane check nechani sm and
report the status back to the PCE via PCRpt nessage.
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5.4.5. Re Delegation and O eanup

As described in [ RFC8281], a new PCE can gain control over the
orphaned LSP. 1In case of PCECC LSP, the new PCE MJST al so gain
control over the central controllers instructions in the same way by
sending a PClnitiate message that includes the SRP, LSP and CCl
objects and carries the CC 1D and PLSP-1D identifying the
instruction, it wants to take control of.

Further, as described in [RFC8281], the State Tineout Interval tiner
ensures that a PCE crash does not result in automatic and i mredi ate
di sruption for the services using PCE-initiated LSPs. Simlarly the
central controller instructions are not renoved i medi ately upon PCE
failure. Instead, they are cleaned up on the expiration of this
timer. This allows for network cleanup without manual intervention
The PCC MUST support renoval of CCl as one of the behaviors applied
on expiration of the State Tinmeout Interval tiner.

5.4.6. Synchronization of Central Controllers Instructions

The purpose of Central Controllers Instructions synchronization
(labels in the context of this docunment) is to nmake sure that the
PCE' s view of CCl (Labels) nmatches with the PCC s Label allocation
Thi s synchronization is performed as part of the LSP state
synchroni zati on as described in [ RFC8231] and [ RFC8233].

As per LSP State Synchroni zation [ RFC8231], a PCC reports the state
of its LSPs to the PCE using PCRpt nessages and as per [RFC8281], PCE
would initiate any missing LSPs and/or renove any LSPs that are not
want ed. The sane PCEP nessages and procedure is also used for the
Central Controllers Instructions synchronization. The PCRpt nessage
includes the CCl and the LSP object to report the |abel forwarding
instructions. The PCE would further renpove any unwanted instructions
or initiate any mssing instructions.

5.4.7. PCECC LSP State Report

As nentioned before, an Ingress PCC MAY choose to apply any OAM
mechanismto check the status of LSP in the Data plane and MAY
further send its status in PCRpt nessage to the PCE

6. PCEP nessages

As defined in [ RFC5440], a PCEP nessage consists of a common header
foll owed by a variable-length body made of a set of objects that can
be either mandatory or optional. An object is said to be nmandatory
in a PCEP nessage when the object nust be included for the nessage to
be considered valid. For each PCEP nessage type, a set of rules is
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defined that specify the set of objects that the nessage can carry.
An i nmpl enentati on MIST formthe PCEP nessages using the object
ordering specified in this document.

LSP- | DENTI FI ERS TLV MJST be included in the LSP object for PCECC LSP
6.1. The PCInitiate nmessage

The PClnitiate nmessage [ RFC8281] can be used to downl oad or renove
the | abel s, the nessage has been extended as shown bel ow -

<PClnitiate Message> ::= <Conmon Header>
<PCE-initiated-Isp-list>
Wher e:
<Common Header> is defined in [ RFC5440]

<PCE-initiated-Isp-list> ::= <PCE-initiated-Isp-request>
[<PCE-initiated-Isp-Iist>]

<PCE-initiated-I|sp-request> ::=
(<PCE-initiated-Isp-instantiation>|
<PCE-initiated-|sp-del eti on>
<PCE-initiated-I|sp-central -control >)

<PCE-initiated-|sp-central-control> ::= <SRP>
<LSP>
<cci-list>
<cci-list>::= <CC>
[<cci-list>]
Wher e:

<PCE-initiated-I|sp-instantiation> and
<PCE-initiated-|sp-deletion> are as per
[ RFC8281] .

The LSP and SRP object is defined in [ RFC8231].

When PClnitiate nessage is used for central controller’s instructions
(labels), the SRP, LSP and CCl objects MJST be present. The SRP
object is defined in [RFC8231] and if the SRP object is mssing, the
recei ving PCC MUST send a PCErr nmessage with Error-type=6 (Mandatory
Ohj ect missing) and Error-val ue=10 (SRP object mssing). The LSP
object is defined in [RFC8231] and if the LSP object is mssing, the
recei ving PCC MUST send a PCErr nessage with Error-type=6 (Mandatory
bj ect missing) and Error-val ue=8 (LSP object nissing). The CCl
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object is defined in Section 7.3 and if the CCl object is mssing,
the receiving PCC MIST send a PCErr nmessage with Error-type=6
(Mandatory Object missing) and Error-val ue=TBD (CCl object m ssing).
More than one CCl object MAY be included in the PCinitiate nessage
for the transit LSR

To cl eanup the SRP object nmust set the R (renove) bit.

At max two instances of CCl object would be included in case of
transit LSR to encode both in-com ng and out-goi ng | abel forwarding
instructions. Qher instances MJST be ignored.

6.2. The PCRpt nessage

The PCRpt nessage can be used to report the |abels that were
al |l ocated by the PCE, to be used during the state synchronization

phase.
<PCRpt Message> ::= <Conmon Header >
<state-report-list>
Wher e:
<state-report-list> ::= <state-report>[<state-report-1list>]
<state-report> ::= (<l sp-state-report>|
<central -control -report>)
<l sp-state-report> ::= [ <SRP>]
<LSP>
<pat h>
<central -control -report> ::= [ <SRP>]
<LSP>
<cci-list>
<cci-list> ::= <CCl>
[<cci-list>]
Wher e:

<path> is as per [RFC8231] and the LSP and SRP object are
al so defined in [ RFC8231].

When PCRpt nessage is used to report the central controller’s
instructions (labels), the LSP and CCl objects MJST be present. The
LSP object is defined in [RFC8231] and if the LSP object is m ssing,
the receiving PCE MUST send a PCErr nessage with Error-type=6
(Mandatory Object missing) and Error-val ue=8 (LSP object mnissing).
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The CCl object is defined in Section 7.3 and if the CCl object is
m ssing, the receiving PCC MIUST send a PCErr nessage with Error-
type=6 (Mandatory Cbject m ssing) and Error-val ue=TBD (CCl object
m ssing). Two CCl object can be included in the PCRpt nessage for
the transit LSR

7. PCEP (bjects

The PCEP objects defined in this docunent are conpliant with the PCEP
obj ect format defined in [ RFC5440].

7.1. OPEN nject
Thi s docunment defines a new optional TLVs for use in the OPEN (bject.
7.1.1. PCECC Capability sub-TLV

The PCECC- CAPABI LI TY sub-TLV is an optional TLV for use in the OPEN
bj ect for PCECC capability advertisenment in PATH SETUP- TYPE-
CAPABI LI TY TLV. Advertisenment of the PCECC capability inplies
support of LSPs that are setup through PCECC as per PCEP extensions
defined in this docunent.

Its format is shown in the followi ng figure
0 1 2 3
01234567890123456789012345678901
B T i it T s i S e i SR SR
| Type=TBD | Lengt h=4 |
i T e R Tk o o R
| FI ags |
B i S S T s i S T st i S S S S S S S S i
The type of the TLV is TBD and it has a fixed length of 4 octets.
The val ue conprises a single field - Flags (32 bits).

No flags are assigned right now.

Unassi gned bits are considered reserved. They MJST be set to 0 on
transm ssi on and MJST be ignored on receipt.
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7.2. PATH SETUP- TYPE TLV

The PATH SETUP-TYPE TLV is defined in [I-D.ietf-pce-|sp-setup-type];
t hi s docunent defines a new PST val ue:

o PST = TBD: Path is setup via PCECC node.

On a PCRpt/PCUpd/ PClnitiate nmessage, the PST=TBD i n PATH SETUP- TYPE
TLV in SRP object indicates that this LSP was setup via a PCECC based
nmechani sm

7.3. CCl bject

The Central Control Instructions (CCl) Cbject is used by the PCE to
specify the forwarding instructions (Label information in the context
of this docunent) to the PCC, and MAY be carried within PClnitiate or
PCRpt nessage for | abel downl oad.

CCl (bject-Class is TBD.

CCl (bject-Type is 1 for the MPLS Label .

0 1 2 3

01234567890123456789012345678901
B i s T T S T et S S T S I T s sl s ol ST S S S
| CC- 1D |
B T i S S i S T h T i S S S S e
| Reserved | Fl ags |9
B E e r e s i s i o T T s S S S S 2
| Label | Reserved |
B i s T T S T et S S T S I T s sl s ol ST S S S

| |
/1 Optional TLV /1

R i T e S it ST i T S S S S S S T s

The fields in the CCl object are as foll ows:

CC-ID: A PCEP-specific identifier for the CCO information. A PCE
creates an CC-ID for each instruction, the value is unique within
the scope of the PCE and is constant for the lifetime of a PCEP
session. The values 0 and OxFFFFFFFF are reserved and MJUST NOT be
used.

Flags: is used to carry any additional information pertaining to the
CCl. Currently, the following flag bit is defined:
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* Obit(Qut-label) : If the bit is set, it specifies the |abel is
the QUT label and it is nandatory to encode the next-hop
i nformation (via | PvV4- ADDRESS TLV or | PV6- ADDRESS TLV or
UNNUMBERED- | PV4- | D- ADDRESS TLV in the CCl object). |If the bit
is not set, it specifies the label is the INlabel and it is
optional to encode the local interface information (via
| PV4- ADDRESS TLV or | PV6- ADDRESS TLV or UNNUMBERED- | PV4- | D-
ADDRESS TLV in the CCl object).

Label (20-bit): The Label information

Reserved (12 bit): Set to zero while sending, ignored on receive.
7.3.1. Address TLVs

This docunent defines the following TLVs for the CCl object to

associ ate the next-hop information in case of an outgoing | abel and
|l ocal interface information in case of an incom ng | abel
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| PV4- ADDRESS TLV:

0 1 2 3
01234567890123456789012345678901
T I I S i T i T S S e It L i T S A s

[ Type=TBD | Length =4 |
T T R e e o i S T S e o o o o NI e
| | Pv4 address |

B S T i S S e e s 2 st Sl S S S S S S S S
| PV6- ADDRESS TLV:

0 1 2 3

01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ Type=TBD [ Length = 16 [
B i i S S i I e i S S R L e e e e
I I
/1 | Pv6 address (16 bytes) /1

B S T i S S e e s 2 st Sl S S S S S S S S
UNNUMBERED- | PV4- |1 D- ADDRESS TLV:

0 1 2 3

01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ Type=TBD [ Length = 8 [
T T e e i i e et o S I SR S
| Node- | D [
e e e e i e s S e R CE o o R
| Interface ID |
B i S S T s i S T st i S S S S S S S S i

The address TLVs are as foll ows:
| PV4- ADDRESS TLV: an | Pv4 address.

| PV6- ADDRESS TLV: an | Pv6 address.

UNNUMBERED- | PV4- | D- ADDRESS TLV: a pair of Node ID/ Interface ID
tupl es.
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8. Security Considerations

The security considerations described in [RFC3231] and [ RFC8281]
apply to the extensions described in this docunent. Additiona
considerations related to a malicious PCE are introduced.

8.1. Malicious PCE
PCE has conplete control over PCC to update the |abels and can cause
the LSP's to behave inappropriate and cause cause major inpact to the
network. As a general precaution, it is RECOWENDED that these PCEP
extensions only be activated on authenticated and encrypted sessions
across PCEs and PCCs bel onging to the sane admi nistrative authority,
usi ng Transport Layer Security (TLS) [RFC8253], as per the
recomendat i ons and best current practices in [ RFC7525].

9. Manageability Considerations

9.1. Control of Function and Policy

A PCE or PCC inplenmentation SHOULD allow to configure to enabl e/
di sabl e PCECC capability as a gl obal configuration

9.2. Information and Data Model s

[ RFC7420] describes the PCEP M B, this MB can be extended to get the
PCECC capability status.

The PCEP YANG nodule [I-D.ietf-pce-pcep-yang] could be extended to
enabl e/ di sabl e PCECC capability.

9.3. Liveness Detection and Monitoring
Mechani sns defined in this docunent do not inply any new |iveness
detection and nonitoring requirenents in addition to those already
listed in [ RFC5440].

9.4. Verify Correct Operations
Mechani sns defined in this docunent do not inply any new operation
verification requirenents in addition to those already listed in
[ RFC5440] and [ RFC8231].

9.5. Requirenments On Ot her Protocols

PCEP extensions defined in this docunent do not put new requirenents
on ot her protocols.
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9.6. Inpact On Network Operations

PCEP extensions defined in this docunent do not put new requirenents
on network operations.

10. | ANA Consi derations

10.1. PCEP TLV Type Indicators
I ANA is requested to confirmthe early allocation of the follow ng
TLV Type Indicator values within the "PCEP TLV Type |ndi cators" sub-

registry of the PCEP Nunbers registry, and to update the reference in
the registry to point to this docunent, when it is an RFC

Val ue Meani ng Ref er ence

TBD PCECC- CAPABI LI TY Thi s docunent
TBD | PV4- ADDRESS TLV Thi s docunent
TBD | PV6- ADDRESS TLV Thi s docunent
TBD UNNUMBERED- | PV4- | D- ADDRESS TLV Thi s docunent

10.2. New Path Setup Type Registry
I ANA is requested to allocate new PST Field in PATH SETUP-TYPE TLV.
The allocation policy for this new registry should be by | ETF
Consensus. The new registry should contain the foll ow ng val ue:
Val ue Description Ref er ence
TBD Traffic engineering path is This docunent
setup usi ng PCECC node
10.3. PCEP (bj ect

I ANA is requested to allocate new registry for CCl PCEP object.

bj ect-C ass Val ue Nane Ref erence
TBD CCl bj ect-Type Thi s docunent
1 MPLS Label

10.4. CC oject Flag Field

I ANA is requested to create a registry to nanage the Flag field of
the CCl object.

One bit to be defined for the CCl (bject flag field in this docunent:

Codespace of the Flag field (CCl Object)
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Bi t Descri ption Ref er ence
7 Speci fi es | abel Thi s docunent
is out |abel

10.5. PCEP-Error Object

I ANA is requested to allocate new error types and error values within
the "PCEP- ERROR (bj ect Error Types and Val ues" sub-registry of the
PCEP Numbers registry for the follow ng errors:

Error-Type Meani ng

19 I nvalid operation.

Error-value = TBD : At t enpt ed PCECC
oper ati ons when
PCECC capability
was not advertised

Error-value = TBD : Stateful PCE
capability was not
adverti sed

Error-value = TBD : Unknown Label
6 Mandat ory Obj ect mi ssing.

Error-value = TBD : CCl object mssing
TBD PCECC fail ure.

Error-val ue TBD : Label out of range.

Error-val ue TBD : Instruction fail ed.
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