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Abst ract

Many stringent requirenents are inposed on today’'s network, such as

Il ow | atency, high availability and reliability in order to support
several use cases such as |oT, Gaming, Content distribution, Robotics
etc. Networks need to be flexible and dynanmic in terns of allocation
of services and resources. Network Operators should be able to
reconfigure the conposition of a service and steer users towards new
service end points as user move or resource availability changes.

SFC all ows network operators to easily create and reconfigure service
function chains dynamcally in response to changi ng network
requirenents. W discuss a use case where Service Function Chain can
adapt or self-organize as demanded by the network condition without
requiring SPI re-classification. This can be achieved, for exanple,
by decoupling the service consuner and service endpoint by a new
service function proposed in this draft. W describe few
requirenents for this service function to enable dynam c sw tching
bet ween consuner and end point.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on January 2, 2018.
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1. Introduction

The requirenents on today’ s networks are very diverse, enabling
mul ti ple use cases such as |oT, Content Distribution, Gam ng, Network
functions such as Coud RAN. Every use case inposes certain
requirenents on the network. These requirenents vary from one
extreme to other and often they are in a divergent direction

Net wor k operator and service providers are pushing many functions
towards the edge of the network in order to be closer to the users.
This reduces | atency and backhaul traffic, as user request can be
processed | ocally.

It becones nore challenging for the network when user nmobility as
well as non-deterministic availability of conpute and storage
resources are considered. The inpact is felt nost in the edge of the
net wor k because as the users nove, their point of attachment changes
frequently, which results in (at least partially) relocating the
service as well as the service endpoint. Furthernore, network
functions are pushed nore and nore towards the edge, where conpute
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and storage resources are constrained and availability is non-
determnistic. Also, storage resources may need to be noved where
the user concentration is nore in case of content delivery
appl i cations.

Take the follow ng video orchestration service exanple fromETSI MEC
Requi rements docunent [ETSI _MEC]. The proposed use case of edge

vi deo orchestrati on suggests a scenari o where visual content can be
produced and consunmed at the same | ocation close to consuners in a
densely populated and clearly limted area. Such a case could be a
sports event or concert where a renarkabl e nunber of consuners are
using their handhel d devices to access user select tailored content.
The overall video experience is conbined fromnultiple sources, such
as local recording devices, which may be fixed as well as nobile, and
mast er video fromcentral production server. The user is given an
opportunity to select tailored views froma set of |ocal video

sour ces.

In such a dynanic network environnment, the capability to dynanmically
compose new services from avail abl e services as well as nove a
service instance in response to user nobility or resource
availability is desirable. SFC allows network operators as well as
service providers to conpose new services by chaining individua
service functions towards the conposed new service. |n a dynanic
net wor k envi ronnent where service functions nove frequently because
of user novenent, |oad bal ancing or resource nodification, service
function chains and the service end points need to be created and
recreated frequently. SFC, as defined in |ETF, is capable of

nmodi fying the service chain dynamically in response to network
condi tions.

In this docunment we address this dynanmicity by introducing a specia
Servi ce Function, called SRR (service request routing). W describe
the probl ens associated with today’'s network and Layer 3 based
approach to handl e dynamcity in the network. W then discuss how
such new Service Function with certain capabilities can handle the
dynanicity better than these conventional nethods.

2. NSH and Re-cl assification
[ RFC7498] captures the problens associated with existing service
depl oynents that are problematic. Hi gh level problens are |isted
bel ow.
0 Network topol ogy: Network service deploynent is tightly coupled

with network topol ogy thus reducing the flexibility in service
delivery. It adds conplexity in deploying network service when
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certain traffic types nay need sone service and other traffic
types do not need the sane service.

0 Configuration conplexity is the direct result of dependency on
net wor k t opol ogy.

o Limted availability of services
0o Altering the order of a deployed chain is conplex and cunbersone

0 Coupling of service functions to topology may require service
functions to support many transport encapsul ations or for a
transport gateway function to be present.

o In a dynamc environment |ike the Edge of a network service
delivery, routing changes fast. It may be difficult to deliver
service dynanically due to the risk and conplexity of VLANs and/ or
routing nodifications.

These factors provide notivation for a sinplified and flexible
service insertion nodel that addresses many of the current
short com ngs and provides new, nuch needed functionality to enable
service deploynents in nodern network environnents. Service chaining
acconpl i shes this by considering service functions as resources, wth
associ ated attributes, available for schedul ed consunption.

Sel ective traffic, subject to policy, may then be "steered" to the
requi site service resources, along with any "extra" information
referred to as netadata. This netadata is used for policy

enf or cement .

A basic form of service chaining my be realized using existing
transport encapsul ations. This nethod of chaining relies upon the
tunneling of selected data between service functions. Although this
form of service chaining achi eves sone | evel of abstraction fromthe
underlying topology, it does not truly create a service plane. NSH
[I-D.ietf-sfc-nsh] is a distinct identifiable plane that can be used
across all transports to create a service chain and exchange net adata
al ong the chain.

2.1. Dynanic service chain creation using NSH

W revisit the dynanic service chain creation capability of NSH  NSH
defines a new service plane protocol [I-D.ietf-sfc-nsh]. A Network
Service Header (NSH) contains service path information and optionally
nmet adata that are added to a packet or frame and used to create a
service plane. A control plane is required in order to exchange NSH
val ues with participating nodes, and to provision the sanme nodes with
requi site informati on such as service path ID to overlay mapping.
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The Network Service Header has three parts, Base header, Service Path
Header and Context Header. NSH Service Path Header is a 4-byte
service path header follows the base header and defines two fields
used to construct a service path:

0 Service path identifier (SPl)

0 Service index (SlI)

The following figure depicts the service path header

012345678901234567890123456789012
i T e o o s T e e et e ok o Sl e
| Service Path ID | Service Index |
B i S S T s i S T st i S S S S S S S S i

Figure 1: NSH Pat h Header

The service path identifier (SPl) is used to identify the service
path that interconnects the needed service functions. It allows
nodes to utilize the identifier to select the appropriate network
transport protocol and forwardi ng techniques. The service index (SI)
identifies the |ocation of a packet within a service path. As
packets traverse a service path, the SI is decrenented post-service

SPI represents the service path and altering the path identifier
results in a change of a service path. A change in SPI value is a

result of re-classification. It neans a node in the service path
determ ned, based on policy, that the initial classification was
incorrect or inconplete. |If the updated classification results in

the necessity of a new service path, the node updates the SPI and SI
fields accordingly. The newidentifier is then used to select the
appropriate overlay topology. This allows service functions to alter
the path of a packet without having to participate in the network
topol ogy and its associated control plane(s). The nmethod to
determine that an existing classification is incorrect and how to
determ ne the new classification is not defined.

3. Challenges with dynamic indirection

The energing trend in today’'s network is to deploy network functions,
services and applications at the edge of the network to support

| at ency requirenents, conputational offload, traffic optim zation
etc. As users are noving, application or services being used by
users, may need to be noved closer to the user’'s new location. This
i mpli es another instance of the service function nay need to be
instantiated close to the user’s new location. It may result in re-
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establishing service path fromthe newWwy instantiated service
function to other service instances. It is also possible that the
newy instantiated service function may be redirected to a new
service end point (e.g. Application Server) for various reasons,
such as inconplete content, proximty to data store, |oad bal anci ng
etc. In another scenario, a single instance of the service function
may not handle all users. A single service function rmay be

instanti ated nore than once to bal ance user load. As the number of

i nstances increase and along with mobility, the conplexity of service
routing increases. It is anticipated that there may be a constant
action of function chaining, re-chaining occurring in the network.

The chal l enge of dynamic indirection nmay be better described by

anal yzi ng the working of CDNs, which dynanmically (re-)direct user-
initiated requests towards the nost appropriate content instance.
This task becones nore difficult if granularity of the instance

pl acenent increases. For instance, in case of a CDN being realized
close to end users, specifically in edge of the network, the specific
content instance might need to be selected dynamically. After

initial selection, the instance may change during service execution

In a conventional network, an instance of a service is found and
sel ected using DNS. The subsequent service request is then routed

t hrough the network between the client and the service. |f the user
is doing a DNS | ookup to access content served by a CDN then the DNS
service will maintain a list of I P addresses that can be returned for

a given domain nane and will try to return an |IP address of a node
geographically close to the client. Should the service provider want
to replace an instance of their service with another one at a
different I P address (and potentially a different physical |ocation
for various reasons such as |oad balancing, reliability etc.) then
the DNS tabl es nmust be updated, i.e., the service needs to be
(re-)registered quickly. This is done by updating the |oca
authoritative DNS server which then propagates the new mappi ng to DNS
services across the world. DNS propagation can take up to 48 hours
so fast and dynamic switching fromone service instance to another is
not possible in conventional networks. Wen relying on many
surrogate service endpoints to exist in the edge network, there is a
clear issue of certain resources not being available in one surrogate
instance while existing in another so that changes in redirection

m ght be desirable, while also changes in local |oad drive the need
for such change in redirection

The ot her issue in conventional network lies with nobility managenent
procedure. These procedures use an anchor point, which term nates a
session at the network edge. As user noves around, traffic is
redirected fromthe anchor point to the new point of attachnent.

Rel ying on typical nobility managenent approaches found in IP
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networks, usually leads to inefficient 'triangular’ routing of
requests through this common "anchor’ point. This triangular routing
i ncreases the latency in reaching the new service function or service
end points as users nove.

Traffic steering is a conmmon procedure in nanaged networks,
particularly at the edge, due to desired subscriber-centric traffic
policies (e.g., related to pricing structures), resource requirements
(e.g., related to using particular paths in the network) or mobility
(e.g., users noving in a cellular network). Today's nethods for
traffic steering include anchor-based nobility nanagenent as well as
traffic classification, for instance, in packet gateways of cellular
systens (using, e.g., deep packet inspection as well as port and
address classification). Wile the former |eads to inefficient
"triangular’ traffic forwarding, the latter often requires additiona
state in the forwarders to differentiate traffic fromone user to
anot her.

The anal ysis of CDN network shows that dynanmic indirectionis a
necessary requirenent, which needs to be supported by the networKks.
The goal for this indirection is to provide user applications |owest
possi ble latency. But as di scussed above, relying on today’'s

techni que, does not help in guaranteeing sanme |atency to user
applications. On the other hand, there is a high possibility that

| atency may increase if we rely on Layer 3 based service redirection
t echni ques.

SFC handl es indirection through the use of SPI. A packet needs to be
reclassified and the internedi ate node changes the SPI. Foll ow ng
are the typical steps that happens in order to inplenment the

i ndirection.

0 A packet arrives at a particul ar node

o0 The node contacts the policy manager

o ldentifies the current classification is incorrect

0 Reclassifies the packet, i.e. change the SP

0 Inserts the packet in the pipe, possibly towards the SFF

The indirecti on nechanismin SFC involves certain steps to process
policy informati on and change the SPI in the packet header, making it
suitable to handl e dynam c indirection requirenents. Qur proposed SF

in this docunent provides an additional nethod to handl e dynamc
indirection of service requests, not relying on the reclassification
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mechani sm  Conbi ni ng these two techni ques may provide flexibility
and i nprovenent over single method.

4., Desired Features

In order to route the service requests to service end points in a
dynani c manner, we identify the followi ng desirable features

o Fast switching fromone service instance to another by not relying
on DNS for service location resolution. Instead of DNS, the
function should be able to identify the path, which will allowto
reach the service end point.

o Direct path mobility, where the path between the requester and the
respondi ng service can be determ ned as being optimal (e.g.
shortest path or direct path to a selected instance), is needed to
avoi d the use of anchor points and reduce service-level |atency

0 Indirect service requests at the network level, transparent to the
requesting client and without the involvenent of the DNS. End
user is not aware of the decision nmade by the SF.

o New nethods for forwardi ng, such as path-based forwardi ng, direct
path routing in nmobility cases, path pinning for traffic steering
and sinplified service-specific peering towards the |nternet.

5. Service Request Routing (SRR) Service Function

The follow ng di agram shows the application of the new proposed SRR
service function in an exanple of nedia clients connecting to nedia
servers. There may be nore than one nmedia functions to support CDN
like architecture, Surrogate servers to handle nobility and | oad

bal anci ng.
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Figure 2: Use of SRR function

The clients are connected to nedia functions through frontend routed
network, e.g., relying on standard |P routing, while nedia functions
are chained via the new proposed service request routing (SRR
function. Alternatively, we also envision to utilize the SRR
function directly between client SF and nedia function SF, as
outlined in the figure bel ow

S - +
I I
I [------mmm - - + SRR +
I I I I
| | ARAAREE

I I I
+---\| -+ S Ry + +-\|/--+ e + T

| | |
+ dient +-->+ SRR +-->+ Media +-->+ SRR +-->+ Media +
| I || Fnl | | || Fn2 |

Figure 3: SRR function between Cient and Medi a Function

The SRR service function decouples clients from nedia functions.

This brings in flexibility in routing service requests fromclient to
service end points. |In the edge network, where users are noving and
service end points may al so change, having flexibility to decide and
steer service requests directly hel ps in guaranteeing the sane

| atency to user applications. Clearly, that is achieved by reducing
the switching tine fromSF to another. As service end point changes,
the routing functions nmakes instantaneous decision to route the
request to the appropriate nedia server
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The possible inprovenents of using SRR within an SFC framework are
i sted bel ow

o Fast (between 10 and 20ns) switching tinmes fromone service
instance to another by not relying on the DNS for service
di scovery and directly routing service requests at the |evel of
the transport network.

0 The capability to indirect service requests at the network | eve
will help in reducing | atency, when service end points change
E.g. when a service request is being sent to one surrogate
instance but results in a HITP 404 or 5xx error response, the
original request is redirected to another alternative surrogate
with mnimal latency, i.e., right at the destination of said
failed service request. Nesting these operations effectively
|l eads to a net-level 'search’ anobng all avail abl e surrogate
instances until the search is exhausted (with a negative result)
or the resource is found.

o New nethods for forwardi ng, such as path-based forwarding, wll
enabl e direct path routing in nobility cases, path pinning for
traffic steering and sinplified service-specific peering towards

the Internet. Such capability would allow for localizing traffic,

reduce | atency and costs.
Next Steps
Does the WG see value in supporting the requirenents for SFC to
enabl e routing of service requests between service consuners and
service endpoints in a dynam ¢ nmanner as outlined in Section 4?
| ANA Consi derati ons
Thi s docunent requests no | ANA actions.
Security Considerations
TBD.
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