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ICN Promise 

 
1. Name content 
2. Route on names – stateful forwarding 
3. Enable and exploit in-network caching 
4. Find nearest copy of content in on-path caches! 

Is the goal achieved? 

Transform the Internet to a  
Native Content Distribution Network 



Permanent Source 

Off-path cache 

On-path cache 

Default Request Path 

Off-path Search 

Off-path, Downstream 
Content Discovery 

There is always a permanent source node 

Requests/Interests always follow breadcrumbs  
towards the source node – through FIB 

Off-path caching mechanisms attempt to find content  
in the vicinity – significant overhead introduced 

There is no mechanism to point to alternative sources, e.g., 
sources that have recently requested the content 



Opportunistic Content Discovery 
A Proposal for “Downstream FIB” 
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Opportunistic Content Discovery: 
Downstream FIB Table 

reduces the delivery latency by fetching items from caches
located closer to the users and significantly improves cache
hit rate performance, but at the same time maintains the traffic
overhead at reasonable levels.

The proposed discovery mechanism is useful in crowded
network scenarios, where despite the fact that connectivity to
the network and the content origin exists, the communication
is challenged, due to network congestion (i.e., high contention
for bandwidth resources). For instance, in the 5G research
area the usage of wireless networks with high access rates
and increased densification of the infrastructure (i.e., a large
number of access points deployed in a small area) is expected
to severely stress (congest) the backhaul of such networks
[16]. This motivates the exploration of nearby caches at the
edge of the network for the retrieval of matching cached
content. The proposed discovery mechanism might slightly
increase the overall traffic overhead, but this traffic is better
balanced/distributed across the network. Therefore, as clearly
stated in [17] caching and opportunistic content discovery
mechanisms have the potential to become the third key tech-
nology for the sustainability of the networks operating in
future crowded scenarios (i.e., together with increased access
rate and increased infrastructure densification).

Also, in the vast majority of crowded network scenarios
(e.g., football matches, festivals etc.) communication is all
about the exchange of content (e.g., news, video-on-demand,
emergency announcements etc.), which in many cases can be
of interest to multiple participants; e.g., updates on concurrent
sports matches or departure times for public transportation
after a football match or assembly points for emergency sce-
narios or public demonstrations. Those content-centric com-
munication needs are perfectly aligned with the named-data
routing and caching characteristics of the ICN paradigm.

The rest of the paper is organized as follows. In Section II,
we present the functionality of the proposed content discovery
mechanism and the necessary modifications to the original
NDN router design in order to support it. In Section III, we
evaluate through simulations the performance of the proposed
mechanism, while we conclude the paper in Section IV where
we also give pointers for future investigation.

II. CONTENT DISCOVERY MECHANISM

In this section, we present the functionality of the proposed
content discovery mechanism. The rationale behind our design
is to increase a router’s awareness regarding the cached content
of its neighbouring routers and benefit from the name-oriented
routing to retrieve content from a closer off-path cache.

A. Downstream FIB

In order to support the proposed content discovery mecha-
nism, we add the Downstream Forwarding Information Base
(D-FIB) to the original NDN content router design presented
in [2] and shown in Fig. 1. The functionality of the remaining
NDN router components, namely the Content Store (CS), the
Pending Interest Table (PIT) and the Forwarding Information
Base (FIB) remain the same.
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Fig. 1. Content Router design with the new Downstream Forwarding
Information Table (D-FIB).

The D-FIB keeps track of the direction of the Data packets
that are heading towards the users of the network. In that case,
an Interest packet at a router with matching D-FIB entries
can be forwarded both upstream towards the content origin
(i.e., following FIB entries), but also downstream towards the
direction of users that successfully issued similar interests in
the past (i.e., following D-FIB entries). This is done in an
attempt to decrease retrieval latency and increase the cache
hit rate of the system by retrieving content from local caches.
D-FIB entries, like PIT and FIB entries, also allow for a list of
outgoing faces, pointing to multiple potential sources for the
requested data. The number of outgoing faces (and therefore
potential sources) that is eventually queried is subject to the
chosen forwarding mechanism.

An entry in the D-FIB is triggered by a returning Data
packet and comprises a trail for a matching Interest packet to
follow downstream towards the direction of users with similar
satisfied interests. Following the hierarchical naming in [2],
where content items are segmented and named into chunks
(e.g., BBC/News/Elections/chunkID), a D-FIB entry
is also built in that granularity. D-FIB entries, unlike PIT
entries (but similarly to FIB entries), are not consumed by
the first matching interest, and they remain in the D-FIB so
that more Interest packets can be forwarded downstream to
caches with matching cached content. The introduction of the
D-FIB component increases the amount of state that should
be maintained in the routers and as such we assume that the
D-FIB component has limited size, i.e., effectively D-FIB acts
like a cache, where entries follow an LRU replacement policy.
This means that entries are removed when other entries for
more popular content push them at the end of the information
base. Additionally, and in order to avoid following obsolete
entries, D-FIB entries are also removed according to an
expiration methodology (e.g., a time-to-live parameter).

The D-FIB entries are similar in rationale to the “Bread-
crumbs” proposed in [18]. Here, instead of redirecting a
request towards the direction indicated by a breadcrumb, we
take advantage of the named data routing scheme of ICN
architectures and opportunistically “multicast” the interest
both towards the origin server and the direction pointed by
the D-FIB entries. This way, we are introducing a lightweight
scheme as regards the information (i.e., state) that should

•  Content Store (CS) 
•  Pending Interest Table (PIT) 
•  Forwarding Information Base (FIB) 

 
 
         Same to NDN original model 

 
 

  

Downstream FIB (D-FIB) 
•  Keeps track of data packet next hop. 
•  “Breadcrumbs” for user-assisted caching. 
•  Allows for a list of outgoing faces. 
•  Similar to Persistent Interests (PI) in C. Tsilopoulos and G. 

Xylomenos, “Supporting Diverse Traffic Types in ICN” ACM 
SIGCOMM ICN 2011.  

 



Opportunistic Content Discovery: Routing 
using D-FIB & FIB 

•  Goal:  
–  Introduce alternative content sources, not towards the 

original source 
–  limit overhead and reduce the number of requests 

reaching the content origin 
•  Expected Results: 

–  Increase Cache Hits (downstream) 
–  Reduce delivery latency (number of hops traveled) 

•  Challenge: 
–  How do we manage incoming interests 
–  Which path should requests follow: 

•  Upstream 
•  Downstream 
•  Or both.. 



Opportunistic Content Discovery: 
Addressing the request management challenge 

•  Each request is associated with a Total 
Forwarding Counter (TFC) value 
–  spend it on sending a copy of a request downstream 
–  spend it on following the FIB table towards the 

content origin (upstream) 
–  spend it on both (multicast) 

•  TFC is initially set by the access router 
•  New Forwarding Strategies based on D-FIB 

–  Determines how TFC quota is spent at each router 



Downstream FIB Table 
The Multicast Case 
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Opportunistic Content Discovery: Forwarding 
Strategies 

•  Check Content Store; if no matching content, then: 
•  Lookup FIB and D-FIB 

–  If D-FIB returns no entries, follow FIB (forward upstream) 
–  If D-FIB returns one or more entries, then the forwarding 

strategy decides what action to perform  
•  Two simple strategies: 

–  ALL strategy: Send a copy of the request to all the next-hops in 
the D-FIB entry 

•  the cache is closer (number of hops) than the content origin 
–  ONE strategy: Send a copy of the request to only one next-hop 

in the D-FIB entry 
•  Freshest entry which is closer than the content origin 

  



Performance Evaluation 



•  Implemented our approach in ndnSIM — an ns-3 based 
simulator 

•  Performance metrics: 
–  Cache hit ratio: percentage of the interests that have been 

satisfied  
•  Off-path/on-path 

–  The minimum hop distance: number of hops traveled by the 
(first) data arriving at the user from a responding router or the 
content origin for each successful request  

–  The mean traffic overhead: the mean number of hops that the 
initiated Data packets travel in the network  

•  Variables: 
–  Cache size at each node 
–  D-FIB size w.r.t. content population size 
–  Initial Quota 

Performance Evaluation Setup 



Performance Evaluation Setup 

•  Using a RocketFuel topology: AS 4755 VSNL (India) 
–  191 nodes: 148 edge, 39 gateway, and 4 backbone routers 
–  242 bi-directional links  
–  Average distance from edge-routers to producer: 3.5 

•  Request rate: 100 requests/sec 
–  Randomly select an edge router 

•   Content Population: 10,000 
–  One chunk per item 

•  One content server  
–  attached to a randomly chosen edge router 
–  our results comparing performance of on-path/off-path is best-case 

scenario 
•  Popularity of the items determined by a Zipf law of exponents  

–  Zipf parameter z: 0.7 
•  Total Forwarding Counter Quota: Shortest path length + 3 
•  Duration: 1 hour (following an hour of warm-up phase) 



Evaluation: Impact of Router’s Cache Size 

•  Impact of D-FIB size w.r.t. content population 
on the performance 
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Fig. 3. The impact of the cache capacity of each router in the performance of the examined forwarding strategies.

to include the D-FIB interest forwarding mechanisms. Each
of the new Interest forwarding mechanisms is implemented as
a new strategy in the NDN forwarding strategy layer. Finally,
the data processing portion of the NFD was slightly modified
to add new entries to the D-FIB table as data packets are
processed.

We use the 4755.pop.cch network topology as provided
through the Rocketfuel dataset [19]. Spanning over the Asian
continent, the 4755.pop.ch topology has V = 191 routers and
242 bidirectional links. Out of the 191 routers, 148 are edge
routers (with degree less than 3), 39 are gateway routers (i.e.,
connected to an edge router and has degree larger than 2), and
4 backbone routers. We consider a scenario where the content
item population is M = |M|= 105 and requests are generated
to the network with a rate equal to z = 100reqs/sec.

Requests are generated in the network with rate rrr =
{r1, . . . ,rM}, where rm denotes the aggregate incoming request
rate (in requests per second) for content item m 2 M. The
request rate for each item is determined by its popularity. Here
we approximate the popularity of the items by a Zipf law of
exponents z [20]. In that way the aggregate incoming request
rate (in requests per second) for an information item m 2M
is given by:

rm = z · 1/kz

ÂM
i=1 1/iz

, (2)

assuming that the particular item is ranked k-th out of the M
information items within the Zipf distribution. Our evaluation
is based on the following metrics:

• Cache Hit Ratio (in % of issued interests): It is the
percentage of the interests that have been satisfied (found
the requested item) from a cache/router of the network
(off-path and on-path).

• The Minimum Hop Distance (in hops): It is the number
of hops traveled by the (first) data arriving at the user
from a responding router or the content origin for each
successful request. This metric is indicative of the transfer
delay as a function of hops in the network.

• The Mean Traffic Overhead (in hops): It is the mean
number of hops that the initiated Data packets travel in the
network, until they are discarded or reach the consumer,
for each satisfied interest.

Our simulation setup consists of a set of consumers (i.e.,
hosts) each connected to exactly one edge router, and for each
request, one of the consumers is selected uniformly random
as the originator of the request. We use a simplified scenario

with a single producer (e.g., large content cache) acting as
the content origin for all the requests, and it is conveniently
located near the core of the network1 with direct links to
two randomly chosen backbone routers. In a real deployment
scenario, the distance between the content origins (e.g., CDNs,
content providers) and consumers can be more than just a
few (router-level) hops. In fact, the content origins can be
one or more domain-level hops away from the consumers,
which could translate to significant latency in the end-to-
end communication. Therefore, our results comparing the hop
distances when fetching content from the origin with the hop
distances when fetching the content from the routers’ caches
can be thought of as the best-case scenario; in reality the
additional distance that needs to be covered to reach a content
origin is expected to be more than just a few router-level hops.

In all the experiments presented below, we observe the
network over a duration of one hour, following an hour of
“warm-up” phase during which the requests are forwarded
using NDN’s default strategy and the D-FIB table and content
caches are populated during data processing. Finally, we as-
sume without loss of generality that the routers have the same
storage capacity and that each responded packet is cached in
all routers along the return path. This caching policy is also
known as Leave Copy Everywhere (LCE) and is the default
policy in NDN [2] (Cacheprobability = 1).

B. Impact of the router’s cache size
In Fig. 3 we depict the impact of the cache capacity,

expressed as the fraction of the items population that can be
stored in the cache (i.e., CS component) of a router. A first and
straightforward observation is that the usage of the proposed
forwarding strategies leads to ⇡ 100% increase in the cache hit
ratio compared to the traditional NDN strategy. Particularly,
we observe that when the cache capacity of each router is only
0.5% of the total item population, almost 30% of the total
issued requests can be satisfied from the caches within the
network, whereas the NDN’s default strategy only manages to
satisfy less than 14% of the requests from the on-path caches.

Additionally, the newly proposed strategies also manage to
decrease the hop count (i.e., latency) for the retrieval of content
items. For both of the proposed strategies, the minimum
hop distance is reduced by ⇡ 10% when the cache size of
each router is only 1% of the content population. In a real
deployment scenario, we expect the difference to be larger

1The average distance between edge routers and the producer is ⇡ 3.5 hops.



Evaluation: Impact of Router’s Cache Size 

�

���

���

���

���

���

���

���

��	

��


����� ����� ����� ����� ����� ����� ����� ����	 ����
 ����

������ ������ ������ ���	
� ���������
���������������������� �������	
	������	�

�
��
��
��

�
��

	
�

��
�
�
��
��

�

���� ����

��������
��������

���

�
��
�
��
��
�	



��
��
��

��
��
��

Fig. 3. The impact of the cache capacity of each router in the performance of the examined forwarding strategies.

to include the D-FIB interest forwarding mechanisms. Each
of the new Interest forwarding mechanisms is implemented as
a new strategy in the NDN forwarding strategy layer. Finally,
the data processing portion of the NFD was slightly modified
to add new entries to the D-FIB table as data packets are
processed.

We use the 4755.pop.cch network topology as provided
through the Rocketfuel dataset [19]. Spanning over the Asian
continent, the 4755.pop.ch topology has V = 191 routers and
242 bidirectional links. Out of the 191 routers, 148 are edge
routers (with degree less than 3), 39 are gateway routers (i.e.,
connected to an edge router and has degree larger than 2), and
4 backbone routers. We consider a scenario where the content
item population is M = |M|= 105 and requests are generated
to the network with a rate equal to z = 100reqs/sec.

Requests are generated in the network with rate rrr =
{r1, . . . ,rM}, where rm denotes the aggregate incoming request
rate (in requests per second) for content item m 2 M. The
request rate for each item is determined by its popularity. Here
we approximate the popularity of the items by a Zipf law of
exponents z [20]. In that way the aggregate incoming request
rate (in requests per second) for an information item m 2M
is given by:

rm = z · 1/kz

ÂM
i=1 1/iz

, (2)

assuming that the particular item is ranked k-th out of the M
information items within the Zipf distribution. Our evaluation
is based on the following metrics:

• Cache Hit Ratio (in % of issued interests): It is the
percentage of the interests that have been satisfied (found
the requested item) from a cache/router of the network
(off-path and on-path).

• The Minimum Hop Distance (in hops): It is the number
of hops traveled by the (first) data arriving at the user
from a responding router or the content origin for each
successful request. This metric is indicative of the transfer
delay as a function of hops in the network.

• The Mean Traffic Overhead (in hops): It is the mean
number of hops that the initiated Data packets travel in the
network, until they are discarded or reach the consumer,
for each satisfied interest.

Our simulation setup consists of a set of consumers (i.e.,
hosts) each connected to exactly one edge router, and for each
request, one of the consumers is selected uniformly random
as the originator of the request. We use a simplified scenario

with a single producer (e.g., large content cache) acting as
the content origin for all the requests, and it is conveniently
located near the core of the network1 with direct links to
two randomly chosen backbone routers. In a real deployment
scenario, the distance between the content origins (e.g., CDNs,
content providers) and consumers can be more than just a
few (router-level) hops. In fact, the content origins can be
one or more domain-level hops away from the consumers,
which could translate to significant latency in the end-to-
end communication. Therefore, our results comparing the hop
distances when fetching content from the origin with the hop
distances when fetching the content from the routers’ caches
can be thought of as the best-case scenario; in reality the
additional distance that needs to be covered to reach a content
origin is expected to be more than just a few router-level hops.

In all the experiments presented below, we observe the
network over a duration of one hour, following an hour of
“warm-up” phase during which the requests are forwarded
using NDN’s default strategy and the D-FIB table and content
caches are populated during data processing. Finally, we as-
sume without loss of generality that the routers have the same
storage capacity and that each responded packet is cached in
all routers along the return path. This caching policy is also
known as Leave Copy Everywhere (LCE) and is the default
policy in NDN [2] (Cacheprobability = 1).

B. Impact of the router’s cache size
In Fig. 3 we depict the impact of the cache capacity,

expressed as the fraction of the items population that can be
stored in the cache (i.e., CS component) of a router. A first and
straightforward observation is that the usage of the proposed
forwarding strategies leads to ⇡ 100% increase in the cache hit
ratio compared to the traditional NDN strategy. Particularly,
we observe that when the cache capacity of each router is only
0.5% of the total item population, almost 30% of the total
issued requests can be satisfied from the caches within the
network, whereas the NDN’s default strategy only manages to
satisfy less than 14% of the requests from the on-path caches.

Additionally, the newly proposed strategies also manage to
decrease the hop count (i.e., latency) for the retrieval of content
items. For both of the proposed strategies, the minimum
hop distance is reduced by ⇡ 10% when the cache size of
each router is only 1% of the content population. In a real
deployment scenario, we expect the difference to be larger

1The average distance between edge routers and the producer is ⇡ 3.5 hops.

Average edge-router to source hop-distance: 3.5 
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Fig. 3. The impact of the cache capacity of each router in the performance of the examined forwarding strategies.

to include the D-FIB interest forwarding mechanisms. Each
of the new Interest forwarding mechanisms is implemented as
a new strategy in the NDN forwarding strategy layer. Finally,
the data processing portion of the NFD was slightly modified
to add new entries to the D-FIB table as data packets are
processed.

We use the 4755.pop.cch network topology as provided
through the Rocketfuel dataset [19]. Spanning over the Asian
continent, the 4755.pop.ch topology has V = 191 routers and
242 bidirectional links. Out of the 191 routers, 148 are edge
routers (with degree less than 3), 39 are gateway routers (i.e.,
connected to an edge router and has degree larger than 2), and
4 backbone routers. We consider a scenario where the content
item population is M = |M|= 105 and requests are generated
to the network with a rate equal to z = 100reqs/sec.

Requests are generated in the network with rate rrr =
{r1, . . . ,rM}, where rm denotes the aggregate incoming request
rate (in requests per second) for content item m 2 M. The
request rate for each item is determined by its popularity. Here
we approximate the popularity of the items by a Zipf law of
exponents z [20]. In that way the aggregate incoming request
rate (in requests per second) for an information item m 2M
is given by:

rm = z · 1/kz

ÂM
i=1 1/iz

, (2)

assuming that the particular item is ranked k-th out of the M
information items within the Zipf distribution. Our evaluation
is based on the following metrics:

• Cache Hit Ratio (in % of issued interests): It is the
percentage of the interests that have been satisfied (found
the requested item) from a cache/router of the network
(off-path and on-path).

• The Minimum Hop Distance (in hops): It is the number
of hops traveled by the (first) data arriving at the user
from a responding router or the content origin for each
successful request. This metric is indicative of the transfer
delay as a function of hops in the network.

• The Mean Traffic Overhead (in hops): It is the mean
number of hops that the initiated Data packets travel in the
network, until they are discarded or reach the consumer,
for each satisfied interest.

Our simulation setup consists of a set of consumers (i.e.,
hosts) each connected to exactly one edge router, and for each
request, one of the consumers is selected uniformly random
as the originator of the request. We use a simplified scenario

with a single producer (e.g., large content cache) acting as
the content origin for all the requests, and it is conveniently
located near the core of the network1 with direct links to
two randomly chosen backbone routers. In a real deployment
scenario, the distance between the content origins (e.g., CDNs,
content providers) and consumers can be more than just a
few (router-level) hops. In fact, the content origins can be
one or more domain-level hops away from the consumers,
which could translate to significant latency in the end-to-
end communication. Therefore, our results comparing the hop
distances when fetching content from the origin with the hop
distances when fetching the content from the routers’ caches
can be thought of as the best-case scenario; in reality the
additional distance that needs to be covered to reach a content
origin is expected to be more than just a few router-level hops.

In all the experiments presented below, we observe the
network over a duration of one hour, following an hour of
“warm-up” phase during which the requests are forwarded
using NDN’s default strategy and the D-FIB table and content
caches are populated during data processing. Finally, we as-
sume without loss of generality that the routers have the same
storage capacity and that each responded packet is cached in
all routers along the return path. This caching policy is also
known as Leave Copy Everywhere (LCE) and is the default
policy in NDN [2] (Cacheprobability = 1).

B. Impact of the router’s cache size
In Fig. 3 we depict the impact of the cache capacity,

expressed as the fraction of the items population that can be
stored in the cache (i.e., CS component) of a router. A first and
straightforward observation is that the usage of the proposed
forwarding strategies leads to ⇡ 100% increase in the cache hit
ratio compared to the traditional NDN strategy. Particularly,
we observe that when the cache capacity of each router is only
0.5% of the total item population, almost 30% of the total
issued requests can be satisfied from the caches within the
network, whereas the NDN’s default strategy only manages to
satisfy less than 14% of the requests from the on-path caches.

Additionally, the newly proposed strategies also manage to
decrease the hop count (i.e., latency) for the retrieval of content
items. For both of the proposed strategies, the minimum
hop distance is reduced by ⇡ 10% when the cache size of
each router is only 1% of the content population. In a real
deployment scenario, we expect the difference to be larger

1The average distance between edge routers and the producer is ⇡ 3.5 hops.
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Fig. 4. The impact of the D-FIB size in the performance of the examined forwarding strategies.

as the requests will travel outside the network to fetch con-
tent. Therefore, the consumers would potentially accrue more
benefit from the increase in cache hit rates as this translates
to better QoS for users, namely the latency in obtaining data.
From the comparison of the two proposed downstream interest
forwarding strategies we observe that the all strategy performs
slightly better regarding hit ratio compared to the one strategy,
but at the cost of slightly increased network overhead. Note
here that we assumed only three extra quotas (i.e., TFC is
equal to three plus the shortest path length (SPL) in hops to
the origin). This means that both strategies manage to double
the cache hit ratio of the system initializing only a very small
number of downstream interests. In the rest of the experiments
presented below, we set the capacity of the routers to 0.5% of
the total item population.

C. Impact of the router’s D-FIB size

As mentioned in Section II-A, the D-FIB table on each
router has a limited size and entries follow an LRU replace-
ment policy. As such, the size of D-FIB also affects the
performance of the proposed forwarding strategies, since small
D-FIB sizes means that even if there are cached copies at
nearby routers, the lack of entries in the D-FIB of routers
cannot exploit them. In Fig. 4, we depict the impact of the D-
FIB size, expressed as the ratio of the router’s cache size. From
the cache hit rate plot we observe that when the D-FIB size
is less than the cache size of a router, the proposed strategies
cannot retrieve any content exploiting off-path caches. This is
due to the rate at which D-FIB entries are updated, which does
not allow an interest for a piece of content to establish a trail
for a similar future interest. Both strategies start to perform
significantly well in terms of cache hit rates for sizes of D-
FIB that are at least 10 to 16 times larger than the cache size
(i.e., in number of entries and not actual disk capacity). This
finding is in line with the work in [10] where it has been
shown that, depending on the network topology, such a table
should be approximately 20 times larger than the size of the
cache in terms of entries to provide an adequate performance
enhancement.

D. Impact of the total forwarding counter (TFC) value

In Section II-B1 we mentioned that the TFC of each Interest
packet is set to a predetermined value, by the first-hop router
where the user who issued the request is attached to. In the
above experiments this value is set to TFC = 3+SPL, where
SPL is the shortest path length in hops from each router to

the origin server and extra quota is set to 3. In this section we
examine the performance of the proposed forwarding scheme
for different values of extra quota (note that the values in the
x-axis of Fig. 5 are additional to the SPL, which is obtained
by the first-hop router from its FIB table).

From Fig. 5 we observe that increasing the TFC value
does not increase the hit ratio. On the contrary, a large TFC
value slightly decreases the hit ratio of the system. This
is mainly due to the LCE policy, since a large TFC value
means a larger number of downstream interests. This, in turn,
results in more duplicate responses and merely in a higher
rate of cache replacements. In other words, a single interest
that is multicasted towards many different directions results
in duplicate responses of the same data packets that will be
cached along the paths towards the user and replace already
cached content. This increases the correlation and redundancy
of cached data in the network and minimizes the probability of
future interests for different content to find matching cached
content. For cache probabilities set to ⇡ 50%, the hit ratios
slightly increase with increasing TFC value, but we do not
present these results due to space limits.

Extra Quota Sat. Rateall Sat. Rateone
-2 26.3% 26.3%
-1 31.3% 31.3%
0 91.3% 91.3%
1 98.5% 98.5%
2 99.2% 99.7%
3 99.7% 99.9%
... ... ...
11 100% 100%

TABLE I
REQUEST SATISFACTION RATE OF THE FIRST REQUESTS FOR DIFFERENT

EXTRA QUOTA VALUES

In Fig. 5, we also consider negative and zero extra quota
values where TFC in each packet is set to extra quota+SPL.
A request packet carrying a negative quota can only retrieve
the content from a router’s cache since the TFC allowance
will be spent before reaching the content origin even when
the request follows the shortest path. As mentioned before,
the first hop router is responsible for setting the TFC value
in the packets and also for retransmitting interests when the
previous attempt is not successful. The TFC value can be set
according to different goals. If the primary goal is to reduce
the percentage of requests that reach the content origin and
minimize the overhead of duplicate data packets, then the first-
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Fig. 5. The impact of the TFC value in the performance of the examined forwarding strategies.

hop router can initially try a negative quota value (e.g., -1).
When the request is not successful in returning data, larger
quota values can be used in the retransmitted requests. On the
other hand, if the primary goal is to obtain the data at first
attempt and thus increase QoS, the TFC value in the request
can be set to a positive value to guarantee retrieval of data.

Table I shows the satisfaction rate of first requests (i.e.,
excluding retransmissions) for various extra quota values for
the “one” and “all” forwarding strategy. For negative extra
quota values, the satisfaction rate of the first requests is below
32%. However, for zero extra quota value, the satisfaction rate
reaches 91% and only 59% of the queries reach the content
origin, whereas 32% of the queries are satisfied from the
caches.

The overall performance and overhead of the proposed
forwarding mechanisms do not differ significantly, due to the
sparseness of the ISP topology that we used in our experi-
ments. However, their performance differs more significantly
for denser topologies that we have also examined, but not
depicted due to space limitations.

IV. CONCLUSIONS AND FUTURE WORK

We have proposed an opportunistic off-path content discov-
ery mechanism in ICN, which utilizes a D-FIB table to trail
the direction of data packets that head towards users. We have
presented two simple yet efficient strategies that exploit the
D-FIB table to multicast interests towards both the content
origin and towards users who had retrieved the same content
in the near past. In order to limit the number of replicas
of a request sent to the network, our scheme uses a total
forwarding counter (TFC) state in the packets. Our results have
shown that the off-path content discovery mechanism doubles
the cache hit rate compared to the NDN’s default (shortest-
path) routing strategy while keeping the resulting overhead
at acceptable levels. Such an increase in the cache hit rate
translates to significant reduction in content retrieval latency
in a real deployment scenario.

As our initial results are encouraging, we plan to extend
our work with more sophisticated strategies and complement
it together with user-assisted caching similarly to [9]. Such
sophisticated approaches can use adaptive mechanisms when
making forwarding decisions and also when picking the initial
TFC value at the edge routers.
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Fig. 4. The impact of the D-FIB size in the performance of the examined forwarding strategies.

as the requests will travel outside the network to fetch con-
tent. Therefore, the consumers would potentially accrue more
benefit from the increase in cache hit rates as this translates
to better QoS for users, namely the latency in obtaining data.
From the comparison of the two proposed downstream interest
forwarding strategies we observe that the all strategy performs
slightly better regarding hit ratio compared to the one strategy,
but at the cost of slightly increased network overhead. Note
here that we assumed only three extra quotas (i.e., TFC is
equal to three plus the shortest path length (SPL) in hops to
the origin). This means that both strategies manage to double
the cache hit ratio of the system initializing only a very small
number of downstream interests. In the rest of the experiments
presented below, we set the capacity of the routers to 0.5% of
the total item population.

C. Impact of the router’s D-FIB size

As mentioned in Section II-A, the D-FIB table on each
router has a limited size and entries follow an LRU replace-
ment policy. As such, the size of D-FIB also affects the
performance of the proposed forwarding strategies, since small
D-FIB sizes means that even if there are cached copies at
nearby routers, the lack of entries in the D-FIB of routers
cannot exploit them. In Fig. 4, we depict the impact of the D-
FIB size, expressed as the ratio of the router’s cache size. From
the cache hit rate plot we observe that when the D-FIB size
is less than the cache size of a router, the proposed strategies
cannot retrieve any content exploiting off-path caches. This is
due to the rate at which D-FIB entries are updated, which does
not allow an interest for a piece of content to establish a trail
for a similar future interest. Both strategies start to perform
significantly well in terms of cache hit rates for sizes of D-
FIB that are at least 10 to 16 times larger than the cache size
(i.e., in number of entries and not actual disk capacity). This
finding is in line with the work in [10] where it has been
shown that, depending on the network topology, such a table
should be approximately 20 times larger than the size of the
cache in terms of entries to provide an adequate performance
enhancement.

D. Impact of the total forwarding counter (TFC) value

In Section II-B1 we mentioned that the TFC of each Interest
packet is set to a predetermined value, by the first-hop router
where the user who issued the request is attached to. In the
above experiments this value is set to TFC = 3+SPL, where
SPL is the shortest path length in hops from each router to

the origin server and extra quota is set to 3. In this section we
examine the performance of the proposed forwarding scheme
for different values of extra quota (note that the values in the
x-axis of Fig. 5 are additional to the SPL, which is obtained
by the first-hop router from its FIB table).

From Fig. 5 we observe that increasing the TFC value
does not increase the hit ratio. On the contrary, a large TFC
value slightly decreases the hit ratio of the system. This
is mainly due to the LCE policy, since a large TFC value
means a larger number of downstream interests. This, in turn,
results in more duplicate responses and merely in a higher
rate of cache replacements. In other words, a single interest
that is multicasted towards many different directions results
in duplicate responses of the same data packets that will be
cached along the paths towards the user and replace already
cached content. This increases the correlation and redundancy
of cached data in the network and minimizes the probability of
future interests for different content to find matching cached
content. For cache probabilities set to ⇡ 50%, the hit ratios
slightly increase with increasing TFC value, but we do not
present these results due to space limits.

Extra Quota Sat. Rateall Sat. Rateone
-2 26.3% 26.3%
-1 31.3% 31.3%
0 91.3% 91.3%
1 98.5% 98.5%
2 99.2% 99.7%
3 99.7% 99.9%
... ... ...
11 100% 100%

TABLE I
REQUEST SATISFACTION RATE OF THE FIRST REQUESTS FOR DIFFERENT

EXTRA QUOTA VALUES

In Fig. 5, we also consider negative and zero extra quota
values where TFC in each packet is set to extra quota+SPL.
A request packet carrying a negative quota can only retrieve
the content from a router’s cache since the TFC allowance
will be spent before reaching the content origin even when
the request follows the shortest path. As mentioned before,
the first hop router is responsible for setting the TFC value
in the packets and also for retransmitting interests when the
previous attempt is not successful. The TFC value can be set
according to different goals. If the primary goal is to reduce
the percentage of requests that reach the content origin and
minimize the overhead of duplicate data packets, then the first-

What percentage of the first requests manage to fetch the content? 
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Problem Attacked 

When the network gets fragmented, and given we have a 
number of (in-network) caches, for how long can we keep the 
content “alive” in caches and end-user devices? 

–  How do we find “alive” content (i.e., content still in caches)? 



Goals 

•  Find ways to: 
–  Exploit all possible sources to retrieve content when the main path 

is “down” 
–  Exploit in-network caching to prolong information lifetime in case of 

disasters 
–  Natively support P2P-like content distribution at the network layer 



Information Resilience through SIT  

A B C 
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D 

R: some/weird/name 

Server for content: 
some/weird/name 

Route based on FIB 

C: some/weird/name 

R: some/weird/name 

✗
✗

Route based on SIT 

C: some/weird/name 

Something went wrong! 



Key Design challenges & Contributions 

•  How to augment the original NDN content router to 
increase information resilience under 
fragmentation? 
–  How to forward Interests when network fragments? 

•  What changes are required to the main ICN 
packets format and their processing in order to 
enable P2P-like content distribution? 

•  Can we measure information resilience? 
–  We build Markov processes for the hit probability and 

the time to absorption of an item and find lower bounds 



Router Design 

•  Content Store (CS) 
•  Pending Interest Table (PIT) 
•  Forwarding Information Base (FIB) 

 
 
         Same to NDN original model 

 
 

    Satisfied Interest Table (SIT) 
–  Keeps track of data packet next hop. 
–  “Breadcrumbs” for user-assisted caching. 
–  Allows a list of outgoing faces. 
–  Similar to Persistent Interests (PI) in C. 

Tsilopoulos and G. Xylomenos, 
“Supporting Diverse Traffic Types in ICN” 
ACM SIGCOMM ICN 2011.  

Index

CS

Ptr Type

PIT

FIB

SIT

/a/b           .

 .             .

 .             .

Content Store (CS)
Name Data

/c/d               3,1

 .             .

/a/b  1

Satisfied Interest Table (SIT)

Name Face List

/c                 0,1

 .             .

/a  2

Forwarding Info Base (FIB)

Prefix Face List

/c/d               2

 .             .

/a/b               0,3

Name Req. Faces

Face 0

Face 1

Face 2

Face 3Pending Interest Table (PIT)



Packet Processing 

•  Interest Packet format 
–  Destination flag (DF) bit to distinguish whether the Interest is headed 

towards content origin (DF=0), or towards neighbouring users (DF=1). 

•  Interest Packet processing 
–  Normal operation (i.e., no fragmentation): Same as in NDN 
–  Fragmentation Detected: If the Interest cannot find a match in CS, PIT and 

FIB then DF is set to 1 and follows entries in SIT. 
–  An Interest with DF=1 can be replied both by routers and by users with 

matching cached content. 

•  Data packet processing 
–  Exactly the same as in NDN; follow the chain of PIT entries. 
–  A passing by Data packet installs SIT entries. 
–  Optionally cached in CS of each passing by router (under investigation).  



Metrics 

•  Satisfaction (% of issued interests). 
•  Absorbed Items (% of content items). 
•  Mean Absorption Time (sec). 
•  User Responses (% of satisfied interests) 
•  Minimum Hop Distance (hops) 
•  Traffic overhead (hops) 

Experiments 

•  Model validation 
•  Impact of cache size 
•  Impact of users’ disconnection rate. 



 
q Conceptual Gain: A Downstream FIB can enable a native 

content distribution network 
q Performance Gain: 

q A Downstream FIB can improve performance by reducing delay and 
load on core Internet links 

q Through a Downstream FIB, it is very easy to make the network 
resilient to fragmentation (at least in case of disasters). Popular 
content stays alive for many hours. 

q  Implementation Considerations: A Downstream FIB is not 
memory-intensive – acts like a cache. 

Conclusions 



Thanks! 
Questions? 

Ioannis Psaras 
i.psaras@ucl.ac.uk  

http://www.ee.ucl.ac.uk/~ipsaras/  

We’ll soon have openings in our lab! 



Performance Bounds 



System model 





Absorbing State Probability 



Mean Time to Absorption 

•  Result: When the death rate of the users interested in a content item is 
larger than the corresponding birth rate, the item will finally get 
absorbed when the content origin is not reachable. 

–  The formula above gives us the “time to absorption” 

 

[1] H. M. Taylor and S. Karlin, “An Introduction to Stochastic Modeling, 3rd edition”, Academic Press, 1998. 



Performance Evaluation 



Strategies/Policies (after the network fragmentation) 

•  Interest forwarding policies 
–  SIT based forwarding policy (STB) 
–  Flooding forwarding policy (FLD) 

•  Caching policies 
–  No caching policy (NCP) 
–  Edge caching policy (EDG) 
–  En-route caching policy (NRT/LCE) 

•  Placement/Replacement policies 
–  Least Recently Used policy (LRU) 



Evaluation setup 

•  Tool: Icarus 
•  Network topology: 50 nodes - Internet topology Zoo 
•  Traffic demand: 1req/sec at each node 
•  Request distribution: Zipf and localised, i.e., different across 

different regions 
•  Connection rate: 1 new user per sec 
•  “Initialization period” of 1 hour. “Observation period” of 3 hours. 

Network fragmentation and origin servers of all items are not 
reachable. 



Model Validation 

Perfect match between model and simulation! 
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Impact of the cache size 

Popular messages can stay in the network for hours even with 
modest amounts of cache. 
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Impact of users’ disconnection rate 

•  When disconnection rate is larger than 0.2, less than 5% of the 
satisfied interests are served from users. 

•  The STB enabled mechanisms discard less popular items fast and 
maintain the rest items for a longer period. 
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