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FD.io: The Universal Dataplane -:.Zéio

* Project at Linux Foundation * Fd.io Scope:
* Multi-party * Network 10 - NIC/VNIC <-> cores/threads

* Multi-project * Packet Processing -
Classify/Transform/Prioritize/Forward/Terminate
* Software Dataplane !

* High throughput

* Low Latency

* Feature Rich

* Resource Efficient

* Bare Metal/V@n}_@mer
* Multiplatform =

* Dataplane Management Agents - ControlPlane

Bare Metal/VM/Container

< Dataplane Management Agent )

fd.io Foundation




Fd.io In the overall stack :.Zéio
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I\/Iultlparty Broad Membership

Service Providers : Network Vendors
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Multiparty: Broad Contribution
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Code Activity

* In the period since its inception, fd.io has more commits than
OVS and DPDK combined, and more contributors than OVS

2016-02-11 to Fd.io
2017-04-03
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I\/IultlprOJect Fd.lo Projects

fd.io Foundation
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Fd.ilo Integrations
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Integration work done at
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Vector Packet Processor - VPP -:.:éio

—>

Bare Metal/VM/Container * Packet Processing Platform:

< Dataplane Management Agent >

fd.io Foundation

* High performance
* Linux User space

* Run’s on commodity CPUSs: (te ARM,

* Shipping at volume in server & embedded
products since 2004.
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VPP Architecture: Plugins
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Plugins are:
First class citizens
That can:
Add graph nodes
Add API
Rearrange the graph

-

_ Can be built independently
of VPP source tree



VPP: How does it work?

©

/

... graph nodes are optimized

Packet 0 to fit inside the instruction cache ...
Packet 1
Packet 2

Packet 3

Microprocessor

& Instruction Cache

Packet 4
Packet 5
Packet 6
Packet 7
Packet 8
Packet 9

Packet 10

® Data Cache

\ /)
... packets moved through ... packets are pre-fetched,
graph nodes in vector ... into the data cache ...

Packet processing is decomposed into a
directed graph node ...

* approx. 173 nodes in default deployment




VPP: How twork?© e
O dOeS t 4 Wge packets in VeCt°r>

... instruction cache is warm with the instructions
from a single graph node ...

Microprocessor

@ ethernet-input

- D

J

... data cache is warm with a small number of
packets ..

o/

" while 4 or more packets )

N

while any packets )

... packets are processed in groups of four,
any remaining packets are processed on by one ...




VPP: How does it work?
" while packets in vector ) -
© Getpointer tovector

" while 4 or more packets )

FCORIORERET (PREFETCH#Land#2

/
ethernet-input
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Packet 2

while any packets )

J
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... prefetch packets #1 and #2 ...




VPP: How does it work?
" while packets in vector ) -
Getpointer tovector

" while 4 or more packets )

FCORIORERET (PREFETCH#3and#4

/
ethernet-input

4 N

Packet 1

Packet 2

N
Packet 3

Packet 4 ) Uhile any packets )

\_
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... process packet #3 and #4 ...
... update counters, enqueue packets to the next

node ... /k




VPP Architecture: Programmability

Architecture

Control Plane Protocol Request Message
’ 900k request/s

Linux Hosts \

/Shared Memory>/
0000..0

Request Queue

0000..0

\
', Response Queue

Can use C/Java/Python/or Lua Y
Language bindings \

' Async Response Message

fd.io Foundation

Example: vICN

Model based configuration/management

! Request Message

~

!

Linux Hosts /

1
/

/Shared Memory7\
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Request Queue

9000..0
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\\ Response Queue

,/

' Async Response Message
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Universal Dataplane: Features

Interfaces

Language Bindings

Inband iOAM
Segment Routing

Tunnels/Encaps

fd.io Foundation




Continuous Quality, Performance, Usabillity

Built into the development process — patch by patch

k\
Merge-by-merge packaging feeds
v Downstream consumer Cl pipelines
\\\\ . . 18
~ Run on real hardware in fd.io Performance Lab
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VNFs

Universal Dataplane
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Embedded

_———————

Universal Dataplane

SmartNic

fd.io Foundation



CICN Example

Universal Dataplane
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Universal Dataplane: communication/API-::éio

fd.io Foundation




CICN distribution

e Core libraries

* Consumer/Producer Socket API, CCNx libs, PARC C libraries

e Server and Router

* VPP cicn plugin for Ubuntu 16, CentOS 7
* HTTP video server

(. Client

* Metis Forwarder
* VIPER MPEG-DASH video player
* Android 7, MacOS X 10.12, iOS 10, Ubuntu 16, CentOS 7

> * Soon Apple Store and Google Play

-

VICN
* intent-based networking
* model driven programmable framework
* monitoring and streaming for BigData support




Opportunities to Contribute

* Forwarding strategies

* Mobility management

* Hardware Accelerators

* vICN, configuration/management/control
* Consumer/Producer Socket API

* Reliable Transport

* Instrumentation tools

* HTTP integration

fd.io Foundation

We invite you to Participate in fd.io

Get the Code, Build the Code, Run the Cod
e, install from binaries

from binary packages
Read/Watch the Tutorials
Join the Mailing Lists
Join the IRC Channels
Explore the wiki

Join fd.io as a member

https://wiki.fd.io/view/cicn
https://wiki.fd.io/view/vicn
https://fd.io/



https://fd.io/
https://wiki.fd.io/view/VPP/Setting_Up_Your_Dev_Environment
https://wiki.fd.io/view/VPP/Setting_Up_Your_Dev_Environment
https://wiki.fd.io/view/Honeycomb/Installing_binaries_from_packages
https://wiki.fd.io/view/VPP#Tutorials
https://lists.fd.io/mailman/listinfo
https://wiki.fd.io/view/IRC
https://wiki.fd.io/view/Main_Page
https://fd.io/contact/join
https://wiki.fd.io/view/cicn
https://wiki.fd.io/view/cicn
https://wiki.fd.io/view/vicn
https://wiki.fd.io/view/vicn
https://fd.io/
https://fd.io/
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