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INTER-DC VIRTUAL FUNCTION PLACEMENT & RESOURCE MGMT

Example Depiction – Serving users in Sunnyvale and Cupertino CA
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         High Energy Cost

Dynamically divert new VNF resource requirements away from a DC if heavily loaded 

Map users to VNFs on DCs based on latency, availability, DC load, energy, mobility
  Dynamically direct new user flows to utilize VNFs at the most appropriate DCs 

    IEEE NFV-SDN 2015



DISTRIBUTED FUNCTIONS VIRTUALIZATION (DFV)
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Cloud Data Center 
(Network / Service / App Functions)

In-Network Mini Data 
Center (Network / 

Service / App 
Functions) 

In-Network Mini Data 
Center (Network / 

Service / App Functions)

    With the availability of compute & storage in-networks, explore the
placement of network / service / application functions across DCs
   

     How can we  best utilize the dynamic availability of such 
distributed compute/network/storage/energy resources?

 
   

     How can we  best place VNFs in hierarchical data centers taking 
care of latency constraints associated with VNFs, user mobility, 
energy cost of utilization, resource availability

 
   



DISTRIBUTED SDN FOR DISTRIBUTED 
NFV
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Cloud Data Center 
(Network / Service / App Functions)

In-Network Mini Data 
Center (Network / 

Service / App Functions) 

In-Network Mini Data 
Center (Network / 

Service / App Functions)

    Distributed SDN and NFV will enable smart distributed 
processing of functions across data centers
   

 Partition / Collapse / Replicate functions across data centers

 Address latency constraints, user mobility, dynamic resource 
availability, security (compute/network/storage/energy)

 Dynamic Monitoring, Analytics, Optimization, Orchestration, Scaling 

 
   

Distributed
SDN



HIERARCHICAL COLLAPSED FUNCTIONS (IEEE NFV-SDN’15)

Metric Fully Hierarchical Partially Collapsed Fully Collapsed
Round trip time 179 ms (median) 64 ms (median) 22 ms (median)

Connection setup 3.7 sec (median) 1.3 sec (median) 0.7 sec (median)
TCP bandwidth 3.19 Mbps 3.45 Mbps 3.72 Mbps
Playout Stalls 12 2 0



WiFi APNetwork Access 
Device

GENERALIZED  DFV  (IEEE NFV-SDN 2015)

NETWORK, SERVICE, AND APPLICATION FUNCTION VM PARTITIONING
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MOBILITY AWARE VNF-PLACEMENT (IEEE NFV-SDN 2017)
                (COLLABORATION WITH AKANKSHA PATEL, PROF MYTHILI VUTUKURU)
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EDGE COMPUTING/SERVICES
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Local  Collapsed 
Networking  

Service

User / Device User / 
Device

Local Apps / 
Services

User/ 
Device

User / 
Device

• Local Whatsapp
• Local Twitter
• Local Facebook
• Local Email
• Local Web 
• Local VR/AR 
• Local VCDN 
• Local Banking
• Local Healthcare
• Local Emergency
• Local Traffic
• Local Weather
• Local Pollution
• Local Cognitive Apps
• Local Blockchains
• Local IoT Services (e.g. NB-

IoT)

• Edge Connectivity
• Collapsed 4G/5G Stack
• WiFi access
• Differential Billing for 
    Edge Services

Local
Storage/Content

• Local Wikipedia/Ebooks
• Local Newspapers
• Cached News/Video
• Local Language Support

Remote Cloud



THANK YOU

•Questions?   
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